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The microblogging site Twitter generates a constargtream of communication, some of
which concerns events of general interest. An analis of Twitter may, therefore, give
insights into why particular events resonate with he population. This article reports a
study of a month of English Twitter posts, assesginwhether popular events are
typically associated with increases in sentiment @ngth, as seems intuitively likely.
Using the top 30 events, determined by a measure i@lative increase in (general) term
usage, the results give strong evidence that populavents are normally associated with
increases in negative sentiment strength and some&idence that peaks of interest in
events have stronger positive sentiment than thentie before the peak. It seems that
many positive events, such as the Oscars, are capalof generating increased negative
sentiment in reaction to them. Nevertheless, the gurisingly small average change in
sentiment associated with popular events (typicallt% and only 6% for Tiger Woods’
confessions) is consistent with events affording pters opportunities to satisfy pre-
existing personal goals more often than elicitingistinctive reactions.

Introduction

Social networking, blogging and online forums hawened the web into a vast repository of
comments on many topics, generating a potentiatceoaf information for social science
research (Thelwall, Wouters, & Fry, 2008). The klality of large scale electronic social
data from the web and elsewhere is already tramsfigr social research (Savage & Burrows,
2007). The social web is also being commerciallglexed for goals such as automatically
extracting customer opinions about products or dsa\n application could build a large
database of web sources (Bansal & Koudas, 2007hlG@havet, Gibson, Meyer, &
Pattanayak, 2004), use information retrieval tegh@s to identify potentially relevant texts,
then extract information about target products @mnbs, such as which aspects are disliked
(Gamon, Aue, Corston-Oliver, & Ringger, 2005; Janséhang, Sobel, & Chowdury, 2009).
From a social sciences perspective, similar metlcod&l potentially give insights into public
opinion about a wide range of topics and are umsbte, avoiding human subjects research
issues (Bassett & O'Riordan, 2002; Enyon, Schroeéiry, 2009; Hookway, 2008; White,
2002).

The sheer size of the social web has also madebpmss new type of informal
literature-based discovery (for literature basedcalery, see: Bruza & Weeber, 2008;
Swanson, Smalheiser, & Bookstein, 2001): the abiit automatically detect events of
interest, perhaps within pre-defined broad topiysscanning large quantities of web data.
For instance, one project used time series analysésainly) blogs to identify emerging
public fears about science (Thelwall & Prabowo, D0@nd businesses can use similar
techniques to quickly discover customer concermserging important events are typically
signalled by sharp increases in the frequency lefamt terms. These bursts of interest are
important to study because of their role in deterctiew events as well as for the importance
of the events discovered. One key unknown is the ob sentiment in the emergence of
important events because of the increasing redognitf the importance of emotion in
awareness, recall and judgement of information (F2808, p. 242-244, 165-167, 183;
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Kinsinger & Schacter, 2008) as well as motivatiasaciated with information behaviour
(Case, 2002, p. 71-72; Nahl, 2006, 2007a).

The research field of sentiment analysis, alsowknas opinion mining, has
developed many algorithms to identify whether alinentext is subjective or objective, and
whether any opinion expressed is positive or negaiPang & Lee, 2008). Such methods
have been applied on a large scale to study semtimtated issues. One widely-publicised
study focused on the average level of sentimentesspd in blogs (as well as lyrics and US
presidential speeches) in order to identify overalhds in levels of happiness as well as age
and geographic differences in the expression opinass (Dodds & Danforth, 2010). A
similar approach used Facebook status updatesige jchanges in mood over the year and to
assess "the overall emotional health of the natigframer, 2010) and another project
assessed six dimensions of emotion in Twitter, shgwhat these typically reflect significant
offline events (Bollen, Pepe, & Mao, 2009). Nevel#ss, despite some research into the role
of sentiment in online communication, there arénwestigations into the role that sentiment
plays in important online events. To partially fitis gap, this study assesses whether Twitter-
based surges of interest in an event are assoacithdncreases in expressed strength of
feeling. Within the media, a well-established notis that emotion is important in engaging
attention, as expressed for violence by the comsaying, "if it bleeds, it leads" (Kerbel,
2000; Seaton, 2005), and through evidence thaeaods emotionally engage with the news
(Perse, 1990). It seems logical, therefore, to thgmise that events triggering large reactions
in Twitter would be associated with increases mdtrength of expressed sentiment, but there
is no evidence yet for this hypothesis.

Literature review

According to Alexa, and based upon its panel ofb@ousers, Twitter had become the
world's ninth most popular web site by October 2(Hl8xa.com/topsites, accessed October 8,
2010), despite only beginning in July 2006. Thdadapowth of the site may be partly due to
celebrities tweeting regular updates about thdly diges (Johnson, 2009). Also according to
Alexa, amongst Internet users people aged 25-44 wightly over-represented in Twitter
and those aged 55+ were much less likely to uleit average; women were also slightly
over-represented (http://www.alexa.com/siteinfatisvicom, accessed October 8, 2010).
Thus, despite the mobile phone connection Twitterat a teen site, at least in the US: "Teens
ages 12-17 do not use Twitter in large numbersyghohigh school-aged girls show the
greatest enthusiasm" (Lenhart, Purcell, Smith, &kidhr, 2010).

Information dissemination and socialising with Twitter

Twitter can be described as a microblog or soc&tvork site. It is for microblogging
because the central activity is posting short stappdate messages (tweets), via the web or a
mobile phone. Twitter is also a social network siéeause members have a profile page with
some personal information and can connect to atmembers by "following” them, thus
gaining easy access to their content. It seeme taskbd to share information and to describe
minor daily activities (Java, Song, Finin, & Tser&§07) although it can also be used for
information dissemination, for example by governtmenganisations (Wigand, 2010). About
80% of Twitter users update followers on what they currently doing, whilst the remainder
have an informational focus (Naaman, Boase, & P&10). There are clear differences
between users in terms of connection patternsoadih most seem to be symmetrical in terms
of having similar numbers of followers to number uders followed, some are heavily
skewed, suggesting a broadcasting or primarilyrinédion gathering/evangelical function
(Krishnamurthy, Gill, & Arlitt, 2008). Twitter didays a low reciprocity in messages between
users, unlike other social networks, suggesting iisaprimary function is not as a social
network (Kwak, Lee, Park, & Moon, 2010), but perbap spread news (including personal
news) or other information instead.

An unusual feature of Twitter is retweeting: fordiaug a tweet by posting it again.
The purpose of this is often to disseminate infdromato the poster's followers, perhaps in



modified form (boyd, Golder, & Lotan, 2009), andstheposting seems to be extremely rapid
(Kwak et al., 2010). The reposting of the same gmnilar) information works because
members tend to follow different sets of peopléhaigh retweeting also serves other
purposes such as helping followers to find oldestpoThe potential for information to flow
rapidly through Twitter can also be seen from tha that the average path length between a
pair of users seems to be just over 4 (Kwak e2810). Moreover, if retweeted, a tweet can
expect to reach an average of 1000 users (Kwak,2(d1.0). Nevertheless, some aspects of
information dissemination are not apparent fronidasatistics about members. For instance
the most followed members are not always the muistiantial, but topic focus within a
Twitter account helps to generate genuine influefGda, Haddadi, Benevenuto, &
Gummadi, 2010). Moreover, an important event can expected to trigger more
informational tweeting (Hughes & Palen, 2009), whstggests that it would be possible to
detect important events through the automatic amalyf Twitter. In support of this, Twitter
commentaries have been shown to sometimes quitelgloeflect offline events, such as
political deliberations (Tumasjan, Sprenger, Sandé&Velpe, 2010).

Another communicational feature of Twitter is theshtag: a metatag beginning with
# that is designed to help others find a post,nolfte marking the Tweet topic or its intended
audience (Efron, 2010). This feature seems to haen invented by Twitter users, in early
2008 (Huang, Thornton, & Efthimiadis, 2010). Theeusf hashtags emphasises the
importance of widely communicating information invitter. In contrast, the @ symbol is
used to address a post to another registered Twister, allowing Twitter to be used quite
effectively for conversations and collaboration @dgcutt & Herring, 2009). Moreover,
about 31% of Tweets seem to be directed at a speér using this feature (boyd et al.,
2009), emphasising the social element of Twittéheathan the information broadcasting
function associated with hashtags.

In summary, there is considerable evidence that gweugh Twitter is used for social
purposes it has significant use for informationsdmination of various kinds, including
personal information, and this may be its major. ltss therefore reasonable to conduct time
series analyses of Tweets posted by users.

Twitter use as an information behaviour: The affective dimension

Whilst the above subsection describes Twitter asabe patterns, responding to an external
event by posting a tweet is information behaviamg therefore has an affective component,
in the sense of judgements or intentions, irredpeaf whether the information used is
subjective (e.g., Nahl, 2007b; Tenopir, Nahl-Jakatso & Howard, 1991). Of particular
interest here is whether individuals encode semtinmo their messages: a topic that appears
to have attracted little research.

A useful theoretical construct for understandiogvipeople may react to events is the
concept ofaffordances(Gaver, 1991; Gibson, 1977, 1986), as also usedlddy (2007b).
Instead of focusing on the ostensible purpose metfon of something, it also makes sense to
consider what uses can be made of it to suit tladsgaf the person concerned. For a use to
occur, however, its potential must be first peredivin the context of Twitter, this suggests
that an event reported in the media may be perddiyesome Twitter users as affording an
opportunity to satisfy unrelated goals, such asreate humour, show analytical skill or
declare a moral perspective. Hence, whilst an ematievent might seem likely to elicit
intuitive reactions, such as declarations of pleagr disgust, this is not inevitable. This
analysis aligns with the uses and gratificatiorgrag@ch from media studies (Blumler & Katz,
1974; Katz, 1959; Stafford, Stafford, & SchkadeP£Q) which posits that people do not
passively consume the media but actively selecteaptbit it for their own goals. Borrowing
an idea from computer systems interface desig®aims that non-obvious affordances need a
culture of use to support them (Gaver, 1991; Maaol é€zarter, Lovstrand, & Moran, 1990)
and so if there is a culture of using informationnon-obvious ways for Twitter posts then
this culture can be passed on by its originatorsther users and could become the main
explanation for the continuation of the practice.



The rest of this section describes methods forirment-based internet time series
analysis.

Sentiment analysis of online text

Sentiment analysis is useful for research into nenlcommunication because it gives
researchers the ability to automatically measuretiem in online texts. The research field of
sentiment analysis has developed algorithms tangatioally detect sentiment in text (Pang &
Lee, 2008). Whilst some identify the objects diseasand the polarity (positive, negative or
neutral) of sentiment expressed about them (Garhah,&£005), other algorithms assign an
overall polarity to a text, such as a movie reviRang & Lee, 2004). Three common
sentiment analysis approaches are full-text machéaening, lexicon-based methods and
linguistic analysis. For standard machine learrfang., Witten & Frank, 2005), a set of texts
annotated for polarity by human coders are usddatn an algorithm to detect features that
associate with positive, negative and neutral categ. The text features used are typically
sets of all words, word pairs and word triples fodun the texts. The trained algorithm can
then look for the same features in new texts ireotd predict their polarity (Pak & Paroubek,
2010; Pang, Lee, & Vaithyanathan, 2002). The laxiapproach starts with lists of words that
are pre-coded for polarity and sometimes also fi@ngth and uses their occurrence within
texts to predict their polarity (Taboada, Brookefilbski, Voll, & Stede, in press). A
linguistic analysis, in contrast, exploits the graatical structure of text to predict its polarity,
often in conjunction with a lexicon. For instanteguistic algorithms may attempt to identify
context, negations, superlatives and idioms as qfathe polarity prediction process (e.g.,
Wilson, Wiebe, & Hoffman, 2009). In practice, alglbbms often employ multiple methods
together with various refinements, such as preffilg the features searched for (Riloff,
Patwardhan, & Wiebe, 2006), and methods to cople @htinges in data over time (Bifet &
Frank, 2010).

A few algorithms detect sentiment strength in addito sentiment polarity (Pang &
Lee, 2005; Strapparava & Mihalcea, 2008; Wilsoneldi, & Hwa, 2006), including some for
informal online text (Neviarouskaya, Prendinger, Ighizuka, 2007; Thelwall, Buckley,
Paltoglou, Cai, & Kappas, in press). These workhm basis that humans can differentiate
between mild and strong emotions in text. For imsta hate may be regarded as a stronger
negative emotion than dislike. Sentiment strendgjorghms attempt to assign a numerical
value to texts to indicate the strength of anyisegrit detected.

In addition to academic research, sentiment aisaiysiow a standard part of online
business intelligence software, such as Marketiisglig Skyttle and sysomos’s Map. The
direct line provided by Twitter between customeingms and businesses has potentially
valuable implications for marketing as a competitintelligence source (Jansen et al., 2009).
There are also now web sites offering free sentiraaalysis for various online data sources,
including tweetfeel and Twitter Sentiment.

Time series analysis of online topics

In many areas of research, including statistics ezwhomics, a time series is a set of data
points occurring at regular intervals. Time sewdesa is useful to analyse phenomena that
change over time. Whilst there are many complexhprattical time series analysis
techniques (Hamilton, 1994), this review focusessaonple analyses of web data. These
typically aggregate data into days to produce dahe series. International time differences
can be eliminated by either adjusting all timesGteenwich Mean Time or by ignoring the
time of day and recording the day in the countrgrigin of the data.

Several previous studies have analysed online comwaion from a time series
perspective, revealing the evolution of topics aume. One investigation of blogs manually
selected 340 topics, each defined by a proper nopnoper noun phrase. Time series data of
the number of blogs per day mentioning each topas when constructed. Three common
patterns for topics were found (Gruhl, Guha, Libdwell, & Tomkins, 2004): a single spike
of interest - a short period in which the topiaiscussed (i.e., an increase in the number of



blogs referring to it), with the topic rarely mesried before or afterwards; fairly continuous
discussion without spikes; or fairly continuouscdission with occasional spikes triggered by
relevant events. It seems likely that spikes apéclly caused by external events, such as
those reported in the news, but some may resuth ftbe viral spreading of jokes or
information generated online.

The volume of discussion of an issue online has lsed to make predictions about
future behaviour, confirming the connection betwealine and offline activities. One study
used book discussions to predict future Amazonssaith the assumption that a frequently
blogged book would see a resultant increase irss&kgch a connection was found, but was
weak (Gruhl, Guha, Kumar, Novak, & Tomkins, 2008).deeper text mining approach
decomposed Amazon product reviews of the 242 ifentise “Camera & Photo” and “Audio
& Video” categories into segments concerning keffecent aspects of the product (e.g.,
viewfinder, software) and used them to estimatevitiee of the different features found. This
information was then used to predict future Amagales (Archak, Ghose, & Ipeirotis, 2007).
In combination with machine learning, various temgpaspects of blogs, such as posting
frequency, response times, post ratings and blogges, have also been used with some
success within a particular community of experts pieedict stock market changes
(Choudhury, Sundaram, John, & Seligmann, 2008)il&ily, the number of tweets matching
appropriate keywords has been shown to correlatin wifluenza outbreaks, a non-
commercial application of similar methods (Culo®810). Perhaps most impressively, one
system monitors Twitter in real time in Japan arsksu keyword-based models to
automatically identify where and when earthquakesug with a high probability, from
Tweets about them (Sakaki, Okazaki, & Matsuo, 2010)

The studies reviewed here demonstrate that timessanalysis of online data is a
promising research direction and that online eveats often be expected to correlate with
offline events. Finally, note also that link anadybas also been used to model the online
spread of information (Kumar, Novak, Raghavan, &ikms, 2003) but this approach is not
relevant here.

Sentiment-based time series analysis of online topics

Time series analysis of online data has been cadbimith sentiment analysis to make
predictions, extending the work reviewed above. Fmtance, blog post sentiment and
frequency can predict movie revenues, with moreitipesreviews suggesting improved
revenue (Mishne & Glance, 2006). Moreover, estisafehe daily amount of anxiety, worry
and fear in LiveJournal blogs may predict overedck market movement directions (Gilbert
& Karahalios, 2010).

The relationship between sentiment and spikes thernnterest, the topic of the
current paper, has previously been investigatedutiir an analysis of LiveJournal blog
postings for a range of mood-related terms (dargd texcited, drunk — terms self-selected by
bloggers to describe their current mood). In ordedetect changes in mood, the average
number of mood-annotated postings was comparedthéttaverage for the same hour of the
same day of the week over all previous weeks fdchvbata was available (Balog, Mishne,
& Rijke, 2006). Note that the same method wouldwotk in Twitter since it does not have
the same mood annotation facility (at least as ofofer 2010). To find the cause of
identified mood changes, word frequencies for passociated with the change in mood were
compared to a reference set to identify unusualyroon words. Although a full evaluation
was not conducted, the method was able to idemtifjyor news stories (e.g., Hurricane
Katrina) as theeausesof the mood changes. The goal was natémtify major news stories,
however, as this could be achieved through sintelen volume change methods (Thelwall
& Prabowo, 2007; Thelwall, Prabowo, & Fairclough0B).

Time series analyses of emotion have also beeducted for a range of offline and
online texts to identify overall trends in the ambexpressed (Dodds & Danforth, 2010).
Although not focussing on spikes, this study conéid that individual days significantly
differed from the average volume when particulajamaews events or annual celebrations



(e.g., Valentine's Day) occurred. This conclusigreas with a study of Twitter data from late
2008, which showed that average changes in Twitteod levels correlate with social,
political, cultural and economic events, althoulgéré is sometimes a delay between an event
and an apparently associated mood change in TwiBeHen et al., 2009). A similar
correlation has also been observed between a neca$uaverage happiness for the USA
based on Facebook status updates and significaanteyKramer, 2010). A different
approach using Twitter data from 2008 and 2009%¢tated the polarity of tweets relevant to
topics (the US elections; customer confidence) wtith results of relevant questions in
published opinion polls. There was a strong cotimabetween the sentiment-based Twitter
scores and the opinion poll results over time, satigg that automatic sentiment detection of
Twitter could monitor public opinion about populapics (O’Connor, Balasubramanyan,
Routledge, & Smith, 2010). Separately, paid humadecs via Amazon Mechanical Turk,
have coded tweets about the first 2008 US presalatgbate as negative, positive, mixed, or
other. The time series method used on the resuttatg was able to predict not only the
outcome of the debate but also particular pointgrest during the debate that triggered
emotions (Diakopoulos & Shamma, 2010).

In summary, there are many sentiment-based timessanalyses of online topics,
and these have found that sentiment changes carsdukto predict offline phenomena or
associate with offline phenomena. No research llaseased the issue from the opposite
direction however: are peaks of interest in onliogics always associated with changes in
sentiment?

Research question

The goal of assessing whether surges of intereswitter are associated with heightened
emotions could be addressed in two ways: by meagusihether the average sentiment
strength of popular Twitter events is higher thiag Twitter average or by assessing whether
an important event within a broad topic is assedatvith increased sentiment strength.
Whilst the former may seem to be the more logipairaach, it is not realistic because of the
many trivial, commercial and informational uses Tofitter. These collectively make the
concept of average Twitter sentiment strength ypibklhence the broad topic approach was
adopted.

Motivated by Topic Detection and Tracking (TDT) Kasn the Text REtrieval
Conferences (TREC), an event can be defined astsomehat happens at a particular place
and time whereas a topic may be a collection cfteel events (Allan, Papka, & Lavrenko,
1998). In fact, these terms are recognised to bblgmatic to define: for instance, an event
could also be more vaguely defined as a qualitigtigégnificant change in something
(Guralnik & Srivastava, 1999), and something teaggread out in time and space may still be
regarded as an event, such as the O. J. Simpsidernn¢Allan et al., 1998). Here the term
eventis used with a narrow definition: something untedbato Twitter that triggers an increase
in the frequency of one or more words in Twittemebroad topicfor an event covers content
that is related to the event, but not necessanlynided in time, and is operationalised as a
keyword search. The research question is therefore:

* Are the most tweeted events in Twitter usually elsded with increases in positive

or negative sentiment strength compared to otheetisvabout the same broad topic?
In order to operationalise the phrase, “associathl increased”, in the research question,
three pairs of Twitter categories were definedakws for events and their broad topics.
Here, the maximum volume hour is the hour on wilighnumber of posts relevant to a broad
topic is highest, and all volumes refer only toitegelevant posts:

» Higher volume hours: Hours with at least 10% ofeeximum volume.

* Lower volume hours: Hours with less than 10% ofrtfeximum volume.

* Hours before maximum volume: All hours before toerhof the maximum volume.

* Hours after maximum volume: All hours after the hofithe maximum volume.

e Peak volume hours: The 5 hours before and aftemthgimum volume hour (11

hours in all).



* Hours before peak volume: All hours at least 6 bdagfore the maximum volume
hour.

Based upon the above six categories, six hypottasesddressed.

* H1n: For the top 30 events during a month, theayenegative sentiment strength of
tweets posted during higher volume hours will téadbe greater than the average
negative sentiment strength of tweets posted dlewwgr volume hours.

* H2n: For the top 30 events during a month, theagyenegative sentiment strength of
tweets posted after the maximum volume hour wiltlteo be greater than the average
negative sentiment strength of tweets posted béfherenaximum volume hour.

* H3n: For the top 30 events during a month, theagyenegative sentiment strength of
tweets posted during peak volume hours will tendb¢ogreater than the average
negative sentiment strength of tweets posted béfiereeak volume hours.

Hypotheses H1p, H2p, and H3p are as H1n-H3n abowv®bpositive sentiment strength.

Methods

The data used was a set of Twitter posts from Febr®, 2010 to March 9, 2010 downloaded
from data company Spinn3r as part of their (thee@ iccess programme for researchers. The
data consisted of 34,770,790 English-language sxfeetn 2,749,840 different accounts. The
restriction to English was chosen to remove theptmattion of multiple languages. The data
was indexed with the conversion of plural to simgulords but no further stemming (c.f.,
Porter, 1980).

The top 30 events from the 29 selected days wdamtified using the time series
scanning method (Thelwall & Prabowo, 2007; Thelvealal., 2006) that separately calculates
for each word in the entire corpus its hourly igatfrequency (proportion of posts per hour
containing the word) and then the largest incrdaseelative frequency during the time
period. A similar approach has previously beeniaddb Twitter to detect “emerging topics”
(Cataldi, Caro, & Schifanella, 2010). The increaserelative frequency is the relative
frequency at any particular hour minus the averatgive frequency for all previous hours.
The "3 hour burst" method was used so that inceedsel to be sustained for three
consecutive hours to count. The words were theedisn decreasing order of relative
increase. This method thus creates a list of waittsthe biggest spikes of interest.

The top 30 words identified through the above meétiwere not all chosen as the
main events because in some cases multiple wofdeeé to the same event (e.g., tiger,
woods) and in other cases the words were not ebemtsere hashtags presumably created by
the mass media and being twitter-specific topicsg.(e#petpeeves, #imattractedto,
#relationshiprules and #ff - Follow Friday, used feridays). All artificial hashtags of this
kind were removed, multiple words referring to gsne event were merged and the event
"Olympics" was removed as this referred to multipkents over a period of weeks (the
Winter Olympics 2010 in Canada).

For each of the selected topics, Boolean seanes generated to match relevant
posts and to avoid irrelevant matches as far asilpjes(see Table 1). These searches were
constructed by trial and error. During this procts broad topic containing the term was
identified as well as the specific event that teiggl the spike in the data. The searches were
constructed to reflect narrow topics but not saowaras to only refer to the specific event
causing the spike so that comparisons could beumted of relevant tweets before and after
the event. In most cases this process was straigiatfd, as Table 1 shows. This led to one
small keyword anomaly: several films are represkimethe list due to the Oscars, but only
the two with general names (Precious and Avatad)"bacar" added to their search in order
to remove spurious matches.

The next stage was to classify the sentiment stnenfj each tweet. Whilst many
algorithms detect text subjectivity or sentimenliapity, a few detect sentiment strength (Pang
& Lee, 2005; Strapparava & Mihalcea, 2008; Wilstale 2006). Nevertheless, the accurate
detection of sentiment is domain-dependant. Fdaimt®, an algorithm that works well on
movie reviews may perform badly on general blogtoBwitter texts are short, because of



the 140 character limit on messages, and inforrmagdage and abbreviations may be
common because of the shortness and the use oflenphones to post messages. The
SentiStrength algorithm (Thelwall et al., in pressyuitable because it is designed for short
informal text with abbreviations and slang, haviregen developed for MySpace comments. It
seems to be more appropriate than the most sipilalished algorithm (Neviarouskaya et al.,

2007) because the latter has less features arfiekadess extensively tested for accuracy.

SentiStrength classifies for positive and negateamtiment on a scale of 1 (no
sentiment) to 5 (very strong positive/negative ipegt). Each classified text is given both a
positive and negative score, and texts may be samedbusly positive and negative. For
instance, "Luv u miss u", would be rated as moaéyatositive (3)and slightly negative (-2).
SentiStrength combines a lexicon - a lookup tableeatiment-bearing words with associated
strengths on a scale of 2 to 5 - with a set oftamfdl linguistic rules for spelling correction,
negations, booster words (e.g., very), emoticorts @her factors. The positive sentiment
score for each tweet is the highest positive seritrscore of any constituent sentence. The
positive sentiment score of each sentence is éaligtihe highest positive sentiment score of
any constituent word, after any linguistic rule nfiedtions. The same process applies to
negative sentiment strength. The special inforneat fprocedures used by SentiStrength
include a lookup table of emoticons with associaextiment polarities and strengths, and a
rule that sentiment strength is increased by lwords with at least two additional letters
(e.g.,haaaappyscores one higher thémappy. The algorithm has a higher accuracy rate than
standard machine learning approaches for posigtmtiraent and a similar accuracy rate for
negative sentiment strength (Thelwall et al., iasg).

All posts were classified by SentiStrength for pesi and negative sentiment
strength and then hourly average positive and negatentiment strength scores were
calculated for each topic. Each score was calalllayeadding the sentiment strength of each
relevant post from each hour and dividing by theltomumber of posts for the hour. For
instance if all posts had strength 1 then the tegolild be 1, whereas if all posts had strength
5 then the result would be 5. The averages vamdgden 1.3 and 3.0 (positive) and 1.1 and
2.9 (negative). The highest averages associated tpics with searches containing
sentiment-bearing terms (hurt, care, killer anctiongs). The posts from each topic were split
into three pairs of categories for the statistiegts, as defined in the research questions
section above.

The non-parametric Wilcoxon signed ranks test veasiio assess the six hypotheses.
A Bonferroni correction for six tests was used taugl against false positives, so that p=0.008
is the critical value equivalent to the normal 58tdl and p=0.002 is the critical value
equivalent to 1%.

Results

Table 1 reports a summary of the topics chosengtiggies used and the average sentiment
strength difference for each one. Wilcoxon signemks test were applied separately for the
positive and negative sentiment data (n=30), githg following results (with Bonferroni-
corrected conclusions but origiravalues).
Negative sentiment
* Hln: There is strong evidence (p=0.001) that higllume hours have stronger
negative sentiment than lower volume hours.
 H2n: There is strong evidence (p=0.002) that hafter the peak volume have
stronger negative sentiment than hours beforee¢h&.p
 H3n: There is strong evidence (p=0.002) that peakime hours have stronger
negative sentiment than hours before the peak.
Positive sentiment:
* Hl1p: There is no evidence (p=0.014) that higheuwa hours have different positive
sentiment strength than lower volume hours.
» H2p: There is no evidence (p=0.781) that hourg #fte peak volume have different
positive sentiment strength than hours before dakp



 H3p: There is some evidence (p=0.008) that peakimvel hours have stronger
positive sentiment than hours before the peak.

Table 1. List of topics (in decreasing order okepsize), searches used and sentiment
strength differences**.

Topic (peak Search* Tweets | Neg. | Neg. Neg. Pos. | Pos. Pos.
event) high | after— | peak — high | after— | peak —
- before | before - before | before
low max peak low max peak

Oscars (award oscar #oscar | 90,473 | 0.100 | 0.125 0.122 | 0.127 0.016 0.147
ceremony)
Tsunami in tsunami | 43,216 | 0.075 | 0.067 0.088 - 0.071 0.024
Hawaii (warning hawaii 0.142
issued) #tsunami
Chile or chile #chile | 84,030 | 0.002 | 0.035 0.052 - 0.039 | -0.019
earthquakes earthquake 0.072
(Chilean quake
earthquake)
Tiger Woods tiger wood | 62,205 | 0.226 | 0.164 0.269 | 0.014 0.071 | -0.012
(admits affairs)
Alexander alexander 7007 | 0.593 | -0.340 0.838 | 0.158 0.175 0.136
McQueen (death) AND

mcgueen
The Hurt Locker hurt AND | 11,883 | 0.007 | -0.037 0.002 | 0.141 | -0.012 0.185
(Oscar locker
ceremony)
Sandra Bullock sandra AND 7,063 -| 0.118 -0.170 | 0.180 | -0.034 0.324
(Oscars and bullock 0.083
Razzies)
Shrove Tuesday pancake | 22,992 | 0.025 | 0.023 0.025 | 0.033 | -0.026 0.003
pancakes
(Shrove Tues.)
Red carpet red AND 1,883 | 0.042 | 0.073 0.089 | 0.040 | -0.004 0.068
at the Oscars carpet AND
(Oscars arrivals) oscar
The Brit Awards brit | 15,031 | 0.059 | 0.166 0.089 | 0.053 0.044 0.020
(ceremony)
Avatar and the avatar AND 1,391 | 0.178 | 0.259 0.308 | 0.131 0.005 0.093
Oscars oscar
(ceremony)
Sachin Tendulkar Sachin AND 1,134 | 0.002 | 0.009 -0.044 | 0.077 0.006 0.284
(breaks Tendulkar
international
cricket record)
Google Buzz google AND | 29,704 -| 0.051 0.134 | 0.093 | -0.057 | -0.052
(launch) buzz 0.004
Plane crash plane AND 2,895 -| 0.177 -0.366 - | -0.029 0.173
(Austin, Texas) crash 0.027 0.006
Alice in alice AND 24,819 | 0.034 | -0.019 0.028 | 0.135 0.086 0.089
Wonderland wonderland
(Oscar
ceremony)
Biggie Smalls biggie 6,438 | 0.012 | 0.054 -0.001 - 0.032 | -0.013
(death 0.001
anniversary)
Rapper Guru (in guru 9,299 | 0.435 | -0.146 0.066 | 0.066 | -0.060 0.097
coma)
The Bachelor TV | bachelor jake | 18,734 | 0.328 | 0.144 0.359 | 0.070 0.022 0.040

show (finale)




Health care health AND 2,846 | 0.012 | 0.202 0.033 | 0.046 0.061 0.052

summit (meeting) care AND

summit
Killer whale killer AND 4,127 | 0.111 | 0.474 0.566 -| -0.045| -0.608
(attacks trainer) whale 0.065
IHOP restaurant ihop 7,924 - 0.03 0.020 - 0.037 | -0.015
(national pancake 0.027 0.041
day 23 Feb.)
Kathryn Bigelow bigelow 4,044 -| 0.012 -0.121 | 0.167 | -0.074 0.271
(Oscar 0.017
ceremony)
HTC (releases htc 9,052 | 0.052 | 0.000 -0.036 -| -0.116 | -0.187
Google Android 0.175
iPhone)
Slam dunk dunk 9,932 | 0.269 | 0.318 0.312 - 0.038 | -0.009
competition (final) 0.025
James Taylor jame AND 559 | 0.274 | -0.022 0.280 | 0.253 0.120 0.225
(singing at the taylor
Oscars)
The Lakers laker | 14,972 | 0.150 | -0.010 0.080 | 0.093 | -0.107 0.145
basketball team
(loose tight
game)
Lady Gaga (sings lady AND | 25,876 -| 0.015 0.006 | 0.053 0.055 0.035
at the Brit gaga 0.068
Awards)
Russia vs. russia AND 1,810 -| 0.039 0.050 | 0.128 | -0.077 0.119
Canada canada 0.010
(Olympic hockey
game)
Precious at the precious 549 | 0.232 | 0.179 0.240 | 0.024 | -0.002 0.019
Oscars (Oscar AND oscar
ceremony)
Bill Clinton bill AND 2,574 | 0.458 | 0.104 0.500 -| -0.240 | -0.069
(hospitalised with clinton 0.084
chest pain)

*Note that OR is default and plurals also matchtémms given.
**Negative values are bold for emphasis and vahles/e 0.3 are italic for emphasis

Discussion and limitations

The results give strong evidence that negativeiraent plays a role in the main spiking
events in Twitter (H1n-H3n accepted) but only s@wielence of a role for positive sentiment
(H3p accepted; H1p, H2p rejected). Hence it isoeakle to regard spikes accompanied by
negative sentiment strength increases as normal, fan associated positive sentiment
strength increases as being at least unremarkHidee are several key limitations that affect
the extent to which these findings can be genedlisowever. First, the data cover only one
month and include two special events (the Oscatdla Olympics). Other months may have
a different sentiment pattern, particularly if doaied by an unambiguously positive or
negative event. Second, the analysis covered th8Q@cevents during a month and it may be
that the top 30 events for a significantly longersborter time period could give different
results.

The sentiment strength algorithm used is also ameisespecially since sentiment-
bearing terms are in some of the topics. This ghadt lead to spurious increases in
sentiment associated with events, however, andlghmmi undermine the results. The one
possible exception is that The Hurt Locker (witk tiegative keywortiurt) was sometimes
mentioned within other Oscar-related topics (KathriBigelow, Precious, Alice in
Wonderland, Sandra Bullock, Oscars) but these ditl exhibit unusual increases in




negativity, with some recording decreases in sore&ios, and so this does not seem to have
had a major impact on the results. To confirm ttis, six Wilcoxon tests were repeated with
new sentiment values that ignored the main poténpaoblematic sentiment-bearing words
(hurt, care, killer, precious), giving identicalerall results and only one changepitvalue
(from 0.014 to 0.013 for positive sentiment highlesv volume hours).

The final major issue is that the events were daled using hourly time series but
time series based upon different time scales cbalé given different types of events. For
instance, events that are broadcast live seenvio draadvantage for hourly time series since
viewers could tweet as soon as they finished, iorgat sharp spike, whereas the spike for an
event reported in the media would presumably btefldbecause of the variety of media
sources reporting it. To assess this, the full ywimlwas repeated using days rather than
hours: 30 topics were selected based upon singlsml&es in daily time series (19 of the 30
topics found were the same) and sentiment strengéne calculated on the basis of days
rather than hours, and excluding hurt/cares/kpledious from the sentiment dictionary.
None of the results of the six new Wilcoxon testravsignificant. The lack of significant
results for day-based data counter-intuitively ssgg that the time period length impacts on
the role of sentiment in Twitter events. This may due to the sparser data available for
topics with little off-peak discussion because naistussion happens on the day of the event.
It may also be partly due to the cruder slicindiwfe. For instance, some high volume hours
are included as part of low volume days becausedhy is, on average, high volume. Topics
may also be less emotionally-charged when selebtedlay because events causing an
instantaneous reaction, such as sport event enditaysbe less represented. For instance the
Lakers' game ending was not selected from the dailg.

The importance of negative sentiment is surprifiagause many of the contexts are
ostensibly positive: the Oscars, the Olympics, @S&roTuesday, product launches.
Nevertheless, even positive events trigger negagigetions. For the Oscars, posts during the
ceremony include (slightly modified extracts): "gtse look uncomfortable", "Fuck the
Oscars", "excuse me while i scream”, and "VotelierRed Carpet Best and Worst Dressed".
Similarly, for The Bachelor TV show finale, the comants included reactions against the
show itself, such as "Hate that show" as well aaglieement with the outcome: "Jake is an
idiot!" It seems that Twitter is used by peopleepress their opinions on events and that
these posts tend to be more negative than avevagfgeftopic.

Events without negative sentiment strength inciease unusual, given the overall
results. Whilst all 30 topics recorded an increasgverage negative sentiment strength on at
least one of the three measures, three recordegcr@ate in average negative sentiment
strength in two out of three measures. The casBaofdra Bullock is probably due to her
attending a ceremony for the worst movie (the Rezjust before the Oscars. This adds a
second event to the main Oscars event, and oneawititural negative sentiment attached.
Hence the main event is undermined by the secoedtefFigure 1). Infidelities by her
husband were also revealed at this time, furthempticating the data. The Austin plane crash
is another case because the most reported crasipre@esded by another two in the days
beforehand. In contrast, Kathryn Bigelow was awigner at the Oscars and seems to have
escaped criticism (e.g., "Boring show but wow..liKgh Bigelow made history!"), which
illustrates that some positive events may hawve lit no negative backlash.
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Figure 1. Twitter volume (top) and sentiment (botjdime series fosandra AND bullockin
the lower graphs, the lowest line is the proporebrsubjective texts. The thick black line is
the average negative sentiment strength and tluk tpiey line is the average positive
sentiment strength. The thinner lines are the shamgust for the subjective texts (i.e., for
which either positive or negative sentiment > 1heTsentiment data is bucketed into a
minimum of 20 data points for smoothing — henceditye skyline appearance during periods

with few matches. Note the two close events andctear increase in negative sentiment
during the peak.

Subj.

Three events were associated with decreases itiveosentiment strength for all
three measures. For Bill Clinton's heart attack tredkiller whale attacking a trainer this
seems to be natural. For HTC releasing a Googlerddicbhone that was seen as directly
competing with the popular Apple iPhone, this may due to multiple events because a
second event during the data occurred, Apple sHii@ over an iPhone patent. A more
likely cause is the frequent topic of the HTC Herobile phone in other HTC-related posts,
with hero being a positive sentiment term. This apparentedese in positive sentiment is
therefore probably an artefact of the term-basatirsent detection method.

A surprising pattern that the above analysis didreeeal is that the overall sentiment
level was quite low in most cases. For instancguiié 2 reports the Tiger Woods results
surrounding his announcement that had a dramatjative impact on his life and career and
public perception of him, yet the overall negatsentiment strength is quite weak. The
difference between negative sentiment strengthgh and low volume times (0.226) is only
6% of the full range of sentiment strengths (4¢.and the median difference for all 30 events
is only 1%. To investigate why the sentiment stthagvere not higher for Tiger Woods, as a
case study, the first author conducted an infolcoatent analysis on a random sample of 100
tweets from the peak hour. The types of tweet fowmede (together with a relevant tweet
section, modified for anonymityhumour (21%, e.g., “show the 4 girls waiting for Tiger
backstage!”); analysis (18%, e.g., “we will see ethmedia has financial stakes in Tiger
inc”); cynicism(13%, e.g., “statement was too monotone and cakizhepinion or advice
(13%, e.g., “you shamed yourself and your familgigtialert”, “meditate and find peace”);
information (12%, e.g., “Read a recap of Tiger's apology Hersympathy(12%, e.g., “Hard
living in the pubic eye”)uninterested11%, e.g., “stopped caring about this”). Cleddw
tweets express an opinion about the event (less1B%) and so it is unsurprising that there



was only a small increase in negative sentimene Varied responses to the event are
suggestive of the importance of the affordancespsative introduced above: few tweets
seem to be simple reactions to this event and #jerity seem to be using it to satisfy wider
goals.
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Figure 2. Twitter volume (top) and sentiment (botidime series fotiger wood See the
Figure 1 caption for additional information.

Finally, Figure 3 shows a classic event in the savfsa clear increase in negative
sentiment strength around the announcement of R&pel's coma. It is not surprising that
the three events associated with the death oryinguwell known people (also including Bill
Clinton and Alexander McQueen) resulted in largereases in negative sentiment.
Nevertheless there is not necessarily a decregsesitive sentiment strength in such negative
events because of sympathy messages like, "hopeUGHHRs better soon. Peace." This
illustrates that common sense ideas about likelynghs in sentiment around particular types
of events are not always correct and that incremslesth sentiment polarities can potentially
associate with events that are clearly positiveagrative overall.
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Figure 3. Twitter volume (top) and sentiment (botjdime series foguru. See the Figure 1
caption for additional information.

Conclusions

The analysis of sentiment in the 30 largest spiliwgnts in Twitter posts over a month gives
strong evidence that important events in Twittex associated with increases in average
negative sentiment strength (H1n-H3n). Whilst theme exceptions and the hypotheses have
only been tested on one time period, it seems ribghtive sentiment is often the key to
popular events in Twitter. There is some evideheg the same is true for positive sentiment
(H3p), but negative sentiment seems to be moreraleMevertheless, the overall level of
sentiment in Twitter seems to be typically quitevland so the importance of sentiment
should not be exaggerated.

The additional investigation did not find signifidaresults for day-based statistics,
suggesting that the fairly small changes in semiintgpically associated with significant
events are hidden when averaged over days rathar hburs. This underlines the fragile
nature of the changes in average sentiment stréogtial.

From the perspective of analysing important evantwitter, it is clear that it should
be normal for such events to be associated withs ris negative sentiment. Even positive
events should normally experience a rise in avenggative sentiment strength as a reaction,
although they would probably also experience sworayerage positive sentiment. Despite
this, it does not seem that more important eveasheidentifiedby the strength of emotion
expressed. For example, the Bill Clinton topic lsadhe of the largest increases in negative
sentiment but was ranked only"3for importance (as judged by Twitter spike size).

Despite the statistically significant findings ripaps the most surprising aspect of the
investigation was that the average changes inrsentistrength around popular events were
small (typically only 1%) and were far from univaksintuitively, it seems that events that are
important enough to trigger a wave of Twitter usageild almost always be associated with
some kind of emotional reaction. Even when repgréimple facts, such as the launch of
important new products, it seems reasonable toctxpealegree of excitement or at least
scepticism. An informal content analysis of the eFigVoods case revealed that only a
minority of Tweets (under 13%) expressed a persopilion, with the remainder exploiting
the event for humour, expressing sympathy, cyniaisndisinterest, analysing the event or
giving information. This suggests that Twitter usebest conceived not as a reaction to



external events but as exploiting the affordandethese events for pre-existing personal
goals, such as generating humour or applying aoalyskills. This is the main theoretical
implication of this study.

Finally, there are some practical implicationgto$ research. The knowledge that big
events typically associate with small increasesqagative sentiment and sometimes with
positive sentiment should aid Twitter Spam detec{mg., Wang, 2010). For instance, crude
attempts to Spam Twitter to promote an event mal/result in artificially large increases in
positive sentiment strength for the event. A nonstauctive but useful practical implication
is that it is unlikely that a system could be deemjto detect major events from increases in
sentiment strength rather than volume because rntbeedses in sentiment strength are
relatively small.
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