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A huge number of informal messages are posted eveday in social network sites, blogs
and discussion forums. Emotions seem to be frequéntimportant in these texts for

expressing friendship, showing social support or aspart of online arguments.

Algorithms to identify sentiment and sentiment streigth are needed to help understand
the role of emotion in this informal communicationand also to identify inappropriate or

anomalous affective utterances, potentially assod¢ed with threatening behaviour to the

self or others. Nevertheless, existing sentiment w@etion algorithms tend to be
commercially-oriented, designed to identify opinios about products rather than user
behaviours. This article partly fills this gap with a new algorithm, SentiStrength, to
extract sentiment strength from informal English text, using new methods to exploit the
de-facto grammars and spelling styles of cyberspacépplied to MySpace comments
and with a lookup table of term sentiment strengthsoptimised by machine learning,
SentiStrength is able to predict positive emotion th 60.6% accuracy and negative
emotion with 72.8% accuracy, both based upon strenly scales of 1-5. The former, but
not the latter, is better than baseline and a wideange of general machine learning
approaches.

Introduction

Most opinion mining algorithms attempt to identifie polarity of sentiment in text: positive,
negative or neutral. Whilst for many applicatiohis iis sufficient, texts often contain a mix of
positive and negative sentiment and for some agpdies it is necessary to detect both
simultaneously and also to detect the strengtlenfiment expressed. For instance, programs
to monitor sentiment in online communication, p@daesigned to identify and intervene
when inappropriate emotions are used or to ideatHsisk users (e.g., Huang, Goh, & Liew,
2007), would need to be sensitive to the strendtlsemtiment expressed and whether
participants were appropriately balancing positvel negative sentiment. In addition, basic
research to understand the role of emotion in entlammunication (e.g., Derks, Fischer, &
Bos, 2008; e.g., Hancock, Gee, Ciaccio, & Lin, 2008rdi, 2005) would also benefit from
fine-grained sentiment detection, as would the gngvbody of psychology and other social
science research into the role of sentiment inouartypes of discussion or general discourse
(Balahur, Kozareva, & Montoyo, 2009; PennebakerhiMé& Niederhoffer, 2003; Short &
Palmer, 2008).

A complicating factor for online sentiment detentis that there are many electronic
communications media in which text based commuimgain English seems to frequently
ignore the rules of grammar and spelling. Perhapst fmmous is mobile phone text language
with its abbreviations, emoticons and truncatedtesmes (Grinter & Eldridge, 20083;
Thurlow, 2003) but similar styles are evident innyadther forms of computer mediated
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communication, including chatrooms, bulletin boaadsl social network sites (Baron, 2003;
Crystal, 2006). Widely recognised innovations igelemoticons like :-) that are reasonably
effective in conveying emotion (Derks, Bos, & vonu@bkow, 2008; Fullwood & Martino,
2007) and word abbreviations like m8 (mate) andyau) (Thurlow, 2003). Although
sometimes seen as poor language use, these artural masponse to the technological
affordances and social factors associated with séesy (Baron, 2003; Walther & Parks,
2002). These variations cause problems becauseatyfinguistic sentiment analysis
programs start with part of speech tagging (e.gll, B992), which is reliant upon standard
spelling and grammar, and/or apply rules that assatrieast correct spelling, if not correct
grammar. Spelling correction can be useful in themtext, but this is based upon the
assumption that spelling deviations are likely #® &ccidental mistakes (Kukich, 1992;
Pollock & Zamora, 1984) and so current algorithme anlikely to work well with
deliberately non-standard spellings. Nevertheldsse is a range of common abbreviations
and new words that a linguistic algorithm couldpiimciple, detect. Non-linguistic machine
learning algorithms typically predict sentiment éasipon occurrences of individual words,
word pairs and word triples in documents. These alag perform poorly on informal text
because of spelling problems and creativity inisgmt expression, even if a large training
corpus is available (see below).

The social network site MySpace, the source oftéte used in the current study, is
known for its young members, its musical orientatiand its informal communication
patterns (boyd, 2008; boyd, 2008). Probably asaltref these factors 95% of English public
comments exchanged between friends contain atdeasabbreviation from standard English
(Thelwall, 2009). Common features include emoticaegting-style abbreviations and the
use of repeated letters or punctuation for emph@sis, a loooong time, Hi!l!). Comments
are typically short (mean 18.7 words, median 13dsp68 characters) (Thelwall, 2009) but
positive emotion is common (Thelwall, Wilkinson,\&pal, 2010).

This article proposes a new algorithm, SentiStiengthich employs several novel
methods to simultaneously extract positive and tiegasentiment strength from short
informal electronic text. SentiStrength uses aialnary of sentiment words with associated
strength measures and exploits a range of recajmea-standard spellings and other
common textual methods of expressing sentimentti&eength was developed through an
initial set of 2,600 human-classified MySpace comtegand evaluated on a further random
sample of 1,041 MySpace comments. Note that in samtieles, but not in emotion
psychology, the term sentiment refers to affecit Spto positive, negative and neutral
whereas the term emotion refers to more differeadiaffect (e.g., happy, sad, frightened). In
contrast, the two terms are used as synonyms Wéletheir meaning effectively defined by
the coder instructions described below. The maiwehaontributions of this paper are: a
machine learning approach to optimise sentimemh terightings; methods for extracting
sentiment from repeated letter non-standard spgeifininformal text; and a related spelling
correction method. In addition, the paper introduaedual 5-point system for positive and
negative sentiment, a corpus of 1,041 MySpace cansfer this system, and a new overall
sentiment strength detection system that combineslmand existing methods.

Background and Related Work

This literature review section discussed relateidiop mining/sentiment analysis research as
well as some relevant contributions from emotioychslogy.

Opinion mining

Opinion mining, also known as sentiment analysighe extraction of positive or negative
opinions from (unstructured) text (Pang & Lee, 200Bhe many applications of opinion
mining include detecting movie popularity from niplk online reviews and diagnosing
which parts of a vehicle are liked or disliked bwners through their comments in a
dedicated site or forum. There are also applicatiomrelated to marketing, such as



differentiating between emotional and informativaeial media content (Denecke & Nejdl,
2009).

Opinion mining typically occurs in two or threeges, although more may be needed
for some tasks (e.g., Balahur et al., 2010). Firs,input text is split into sections, such as
sentences, and each section tested to see if tdinerany sentiment: if it is subjective or
objective (Pang & Lee, 2004). Second, the subjecsientences are analysed to detect their
sentiment polarity. Finally, the object about whtble opinion is expressed may be extracted
(e.g., Gamon, Aue, Corston-Oliver, & Ringger, 2008pinion mining normally deals with
only positive and negative sentiment rather thacrdte emotions (e.g., happiness, surprise),
does not detect sentiment strength (but sometirses the strength of association of words
with positive or negative sentiment, e.g., Kaji &itdGregawa, 2007), and does not
simultaneously identify both positive and negatemotions. Nevertheless, such opinion
mining research can aid the simultaneous assessofigobsitive and negative sentiment
strength both because of its general insights settiment analysis and also because most
techniques could, in theory, be repurposed for tigizy task. For example, phrase analysis
techniques could be applied to identify both pesitand negative sentiment even within
individual sentences (Choi & Cardie, 2008; Wils@908; Wilson, Wiebe, & Hoffman,
2009).

Opinion mining algorithms often use machine leagnia identify general features
associated with positive and negative sentimengérevthese features could be a subset of the
words in the document, parts of speech or n-grams the frequency of occurrence of all n
consecutive words, where n is typically 1, 2, o(Adbasi, Chen, Thoms, & Fu, 2008; Ng,
Dasgupta, & Arifin, 2006; Tang, Tan, & Cheng, 2009Dther features used with some
success include: emoticons in online movie reviéResad, 2005), which seem so be more
domain-independent than words; lexico-syntactitepas (e.g., Riloff & Wiebe, 2003); and
artificial features derived from adjective polariligts (Ng et al., 2006). The additional
features typically provide small but significantcieases in performance. Rules-based
methods have also been used to identify structuwresentences associated with sentiment
(Prabowo & Thelwall, 2009; Wu, Chuang, & Lin, 200@wo recurring machine learning
issues aréeature selection andclassification algorithm choice.

Feature selection, data processing to remove #%t lsseful n-grams, has been shown
to slightly improve classification performance, fexample by choosing a restricted set of
features (e.g., 5000) that score highest on a meabke information gain (Riloff,
Patwardhan, & Wiebe, 2006), or log likelihood (Gam@004). When using n-grams (and
lexico-syntactic patterns) small improvements clao 8e made by pruning the feature set of
features that are subsumed by simpler featureshidnad stronger information gain values
(Riloff et al., 2006). For example, if “love” hasnauch higher information gain value than “I
love” then the bigram can be eliminated without muisk of loss of power for the
subsequent classification. An entropy-weighted gerdégorithm can also perform better than
standard feature reduction approaches (Abbasi, Gh&alem, 2008).

In terms of classification algorithms, support wecinachines (SVMs) are widely
used (Abbasi et al., 2008; Abbasi et al., 2008;atmgn et al., 2007; Gamon, 2004; Mishne,
2005; Wilson, Wiebe, & Hwa, 2006) because they sémmperform as well or better than
other methods in most machine learning contextseNkeless, with a few exceptions (Read,
2005; Wilson et al., 2006), explicit comparisonshwither methods have not been included in
opinion mining publications.

Many other approaches have also been used to det&ainent in text. One is to have
a dictionary of positive and negative words (elave, hate), such as that found in General
Inquirer (Stone, Dunphy, Smith, & Ogilvie, 1966) ovdNet Affect (Strapparava & Valitultti,
2004), SentiwordNet (Baccianella, Esuli, & Sebasfid010; Esuli & Sebastiani, 2006) or Q-
WordNet (Agerri & Garcia-Serrano, 2010), and torddwow often they occur. Modifications
of this approach include the identification of nigg terms (Das & Chen, 2001), words that
enhance sentiment in other words (ergally love, absolutely hate) and overall sentence
structures (Turney, 2002). A more sophisticatedr@gh is to identify text features that
could potentially be subjective in some contexis tlien use contextual information to decide



whether they are subjective in each new contextef&i Wilson, Bruce, Bell, & Martin,
2004).

An alternative opinion mining technique has useprianarily linguistic approach:
simple rules based upon compositional semantidsriration about likely meanings of a
word based upon the surrounding text) to detecptiarity of an expression (Choi & Cardie,
2008). This gives good results on phrases in nemgsscuments that are manually coded as
having at least medium level positive or negatimetisnent. This approach seems particularly
suited to cases where there is a large volumearhratically correct text from which rules
can be learned. Nevertheless, a study of poor gedivah quality texts in online customer
feedback showed that linguistic approactmdd improve classification slightly when added
to bag of words (1-grams) approaches, althougheasgigre feature reduction had a similar
impact to adding linguistic features (Gamon, 2004)e improvement was probably due to
the large data set available (40,884 documentsamthverage of 2.26 sentences each), as has
been previously claimed for an analysis of inforteadt (Mishne, 2005). Another approach
used a lexicon of appraisal adjectives (e.g., “sfit “very”) together with an orientation
lexicon to detect movie review polarity. This didtrperform as well as unigrams but the
combined performance was better than that of umgralone (Argamon et al., 2007).
Linguistic features have also been successfullyd useextend opinion mining to a multi-
aspect variant that is able to detect opinions aldterent aspects of a topic (Snyder &
Barzilay, 2007). A promising future approach i timcorporation of context about the
reasons why sentiment is used, such as differergidietween intention, arguments and
speculation (Wilson, 2008).

Detecting multiple emotions

Psychology of emotion research argues that whitstitipe and negative sentiment are
important dimensions, there are many different Widecially-recognised types of emotion
and the strength of emotions (arousal level) camp {&g., Cornelius, 1996; Fox, 2008). In the
dimensional model of emotion from psychology (Rlls979), sentiment can always be
fundamentally split into two axes: arousal (lowhigh) and valence (positive to negative).
Whilst this model is useful, other research haswhihat positive and negative sentiment can
coexist (e.g., Fox, 2008, p. 127) and are relativieldependent in many contexts —
particularly when sentiment levels are not extreand over longer time periods (Diener &
Emmons, 1984; Huppert & Whittington, 2003; Wats®888; Watson, Clark, & Tellegen,
1988) and so it also seems reasonable to conceinement as separately-measureable
positive and negative components, as encoded wpalg@r psychology research instrument
(Watson et al., 1988).

There have been some previous attempts to devigjoptams to detect the strength
or prevalence of sentiment or emotion in text, mdifferentiate between several types of
emotion. The LIWC (Linguistic Inquiry and Word Cdurwww.liwc.net) software from
psychology, for example, uses a list of emotionringawords to detect positive and negative
emotion in text in addition to three specific eroo8 of particular use in psychology and
psychotherapy: anger, anxiety and sadness. It sisggle word counting, measuring the
proportion of words falling within an extensive gedined list (e.g., 408 positive and 499
negative words or word stems). The list includemesowvords that are associated with
emotions but do not describe them. For exampleyluis a positive keyword and ‘loses’ is a
negative keyword. In contrast to the machine leay@ipproaches discussed above, these lists
have been compiled and validated using panelsmihijudges and statistical testing.

LIWC calculates th@revalence of emotion in text, rather than attempting to diase
a text’s overall emotion or emotion strength. Itviest suited to longer documents, for which
its statistics would be useful indicators of thadency for emotion to occur. The program
uses word truncation for simplicity (e.g., joy* rohés any word starting with joy), rather
than stemming or lemmatisation, but does not tate account booster words like “very” or
the negating effect of negatives (e.gat happy). LIWC has been used by psychology
researchers to investigate the connection betwaregubge and psychology (Pennebaker et



al., 2003) and also as a practical tool, for exanpldetect how well people are likely to cope
with bereavement based upon their language usen¢Baker, Mayne, & Francis, 1997). A
related emotion detection approach differentiaegsveen happy, unhappy and neutral states
based upon words used by students describing dadly lives (Wu et al., 2006). This is
similar to the typical positive/negative/neutrajaattive for opinion mining, however.

One computer science initiative has attempted ¢atity various emotions in text,
focussing on the six so-called basic emotions (Ekmi®92; Fox, 2008) of anger, disgust,
fear, joy, sadness and surprise (Strapparava & IbBaa2008). This initiative also measured
emotion strength. A human-annotated corpus was w#tdthe coders allocating a strength
from O to 100 for each emotion to each text (a néeadline), although inter-annotator
agreement was low (Pearson correlations of 0.36.68, depending on the emotion). A
variety of algorithms were subsequently trainedtlois data set. For example, one used
WordNet Affect lists to generate appropriate digtines for the six emotions. A second
approach used a Naive Bayes classifier trainecetsnad LiveJournal blogs annotated by their
owners with one of the six emotions. The best syqfier fine-grained evaluation) was one
previously designed for newspaper headlines, UPARMaumartin, 2007), which used
linguistic parsing and tagging as well as WordNemtiwordNet and WordNet Affect, hence
relying upon reasonably correct standard grammausgaaslling.

In psychology, the term mood refers to medium amg) lterm affective states. Some
blogs and social network sites allow members t@rigs their mood at the time of editing
their status or writing a post, typically by selegtfrom a range of icons. The results can be
used as annotated mood corpora. In theory suclo@gught to be usable to train classifiers
to identify mood from the text associated with tmeod icon and one system has been
designed to do this, but with limited success, plifpbecause the texts analysed are typically
short (average 200 words) and there are many meodw of which are very similar to each
other, although even a binary categorisation tésk laad limited success (Mishne, 2005). A
follow up project attempted to derive the propartiof posts with a given mood within a
specific time period using 199 words (1-grams) amud pairs (2-grams) derived from the
aggregate of all texts, rather than by classifyirdjvidual texts (Mishne & de Rijke, 2006).
The results showed a high correlation with aggeegself-reported mood. A similar
aggregation approach has been applied subsequendyrange of social science contexts
(Hopkins & King, 2010).

Linguistic processing has also been combined wipineaexisting large collection of
subjective common sense statement patterns angea@ppl relatively informal and domain-
independent text in email messages to detect nauléipmotions (Liu, Lieberman, & Selker,
2003). This was part of an email support systenwewver, and the accuracy of the emotion
detection was not directly evaluated.

Sentiment strength detection

In addition to the research discussed above coimgerstrength detection for multiple
emotions (Strapparava & Mihalcea, 2008), ther@meswork on positive-negative sentiment
strength detection. One previous study used mabgentiment analysis techniques to predict
the strength of human ratings on a scale of 1ftw Bovie reviews (Pang & Lee, 2005). This
is a kind of sentiment strength evaluation withambined scale for positive and negative
sentiment. Experiments with human judgements lesl dlathors to merge two of the
categories and so the final task was a 4 catedasgitication, with a 3 category version also
constructed for testing purposes. A comparison witiralass SVM classification with SVM
regression suggested that SVM regression workeghtbli better than multi-class SVM
classification when all 4 categories were usednmiitwhen only 3 categories were used. It
seems likely that the relative performance of S\@dression would increase further as the
number of categories increases because the orddrthg classes is implicit information that
the multi-class SVM does not use but that SVM regign does. Slight improvements were
also gained when information about the percentdgmsitive sentences in each review was
added. This may not be relevant to corpora of gboyt texts, however.



Sentiment strength classification has also beemldped for a three level scheme
(low, medium, and high or extreme) for subjectiemtences or clauses in newswire texts
using a linguistic analysis converting sentence® idependency trees reflecting their
structure (Wilson et al., 2006). Adding dependetregs to unigrams substantially improved
the performance of various classifiers comparedrigrams alone, perhaps helped by the
fairly large training set (9,313 sentences), theegpmably) good quality grammar of the
texts, and the fairly low initial performance oristbask (34.5% to 50.9% for unigrams, rising
to 48.3% to 55.0% for the three types of classifipplied to level 1 clauses). Here, SVM
regression was outperformed by both the rule-bdsathing Ripper (Cohen, 1995) and
BoosTexter, a boosting algorithm combining multipleak classifiers (Schapire & Singer,
2000).

Quite similar to the current paper is one that mess multiple emotions and their
strengths in informal text associated with a diadygtem using a combination of methods,
including seeking symbolic cues via repeated puititio (e.g., !!), emoticons and capital
letters as well as translating abbreviations (Nexiskaya, Prendinger, & Ishizuka, 2007).
The system also measured emotion intensity onla s€®-1 and used a dictionary of terms
and intensity ratings assigned by three human gidgéh moderate agreement rates: Fleiss
Kappa 0.58). The reported evaluation on 160 hunwaled sentences showed that in 68% of
sentences the system agreed with the coder averagtin 20%.

Data Set and Human Judgement of Sentiment Strength

MySpace was chosen as a source of test data $ostthdy because it is a public environment
containing a large quantity of informal text langaaand is important in its own right as one
of the most visited web sites in the world in 20B%andom sample of MySpace comments
was taken by examining the profiles of every 15dmher that joined on June 18, 2007, up to
40,000 and selecting those with a declared U.Jomeltty and a public profile not of a
musician, comedian or film-maker. Of these, thogl ess than two friends or no comments
were rejected as inactive and those with over 1fi6fds or 4,000 comments were rejected
as abnormal. A commenting friend was then idemtif each remaining member, satisfying
the same criteria above, and a random comment tedlefom each direction of
communication between the two. The comments wetm@rd in December 2008. This
produced a large essentially random sample of th®menter-commentee messages. Spam
comments and chain messages were subsequentlyaigdj as were comments containing
images.

Although sentiment analysis is normally concerneith vopinions (Pang & Lee,
2008), Wilson (2008) has generalised this to thelpslogical task of identifying the author's
hidden internal state from their text. For the Ms&p data, the objective was not to determine
opinions or the author's internal state, howevet td identify the role of expressed sentiment
for online communication. Hence the focus of trektaas to identify the sentiment expressed
in each message, whether reflecting the authadidehi internal state, the intended message
interpretation, or the reader's hidden interndkesta

In order to obtain reliable human judgements ohmdom sample of the MySpace
comments, two pilot exercises were undertaken sgfparate samples of the data (a total of
2,600 comments). These were used to identify kdggment issues and an appropriate scale.
Although there are many ways to measure emotionugl§la& Robinson, 2009; Wiebe,
Wilson, & Cardie, 2005), human coder subjectivegpmients were used as an appropriate
way to gather sufficient results. A set of codestinctions was drafted and refined and an
online system constructed to randomly select consnand present them to the coders. One
of the key outcomes from the pilot exercise was the coders treated expressions of energy
as expressions of positive sentiment unless inxplicély negative context. For example,
“Hey!!!” would be interpreted as positive becausexpresses energy in a context that gives
no clue as to the polarity of the emotion, so iuldobe accepted by most coders as positive
by default. In contrast, “Loser!!!” would be integted as more negative than “Loser” as the
exclamation marks are associated with a negativel woonsequently, the instructions were



revised to explicitly state that this conflation o$tensibly neutral energy and positive
sentiment was permissible.

For the final judgements, over a thousand MySpaweneents in the data set (20
words and 101 characters per comment, on averagie) selected to be judged on a 5 point
scale as follows for both positive and negativeis®nt.

[no positive emotion or energd} 2 — 3 — 4 — Pvery strong positive emotion]

[no negative emotion]— 2 — 3 — 4 — Jvery strong negative emotion]
The coders were given verbal instructions for cgdiach text as well as a booklet explaining
the task (motivated by Wiebe et al., 2005), witle #ey instructions reproduced in this
article’s appendix. The booklet also contained s¢ bf emoticons and acronyms with
explanations and background context of the tasknfativation purposes. An early version of
the booklet included examples of comments with @iased positive and negative sentiment
judgements but these had little impact in praabiceoders during the pilot testing phase. The
set of examples was therefore not used so that-éoter reliability could be more
realistically assessed without the possibility thaine of the comments were too similar to
the examples given.

Emotions are perceived differently by individualsartly because of their life
experiences and partly because of personality ssé@rrett, 2006) and gender (Stoppard &
Gunn Gruchy, 1993). For system development, thggownts should give a consistent
perspective on sentiment in the data, rather tharestimate of the population average
perception. As a result, a set of same gender (8ntaders was used and initial testing
conducted to identify a homogeneous subset. Fidersowere initially selected but two were
subsequently rejected for giving anomalous resuitee gave much higher positive scores
than the others, and another gave generally instamiresults. The mean of the three coders’
results was calculated for each comment and rountied was the gold standard for the
experiments. Below are some examples of textsatgements.

* hey witch wat cha been up too (scores: +ve: 2;8¢l;2,2,2)

e omg my son has the same b-day as you lol (scoves:443,1; -ve: 1,1,1)

« HEY UHAVE TWO FRIENDS! (scores: +ve: 2,3,2; -vk1,1)

*  What's up with that boy Carson? (scores: +ve: 1;¥¢et 3,2,1)

Table 1 reports the degree of inter-coder agreeniasic agreement rates are
reported here for comparability with SentiStrendg®nevious emotion-judgement/annotation
tasks have obtained higher inter-coder scoreswithbut strength measures and therefore
having fewer categories (e.g., Wiebe et al., 20B&)treover, one previous paper noted that
inter-coder agreement was higher on longer (blexfst(Gill, Gergle, French, & Oberlander,
2008), suggesting that obtaining agreement on llogt $exts here would be difficult. The
appropriate type of inter-coder reliability statistor this kind of data with multiple coders
and varying differences between categories is lemplorff's o (Artstein & Poesio, 2008;
Krippendorff, 2004). Using the numerical differeniceemotion score as weights, the three
codera values were 0.5743 for positive and 0.5634 foratigg sentiment. These values are
positive enough to indicate that there is broacdagent between the coders but not positive
enough (e.g., < 0.67. although precise limits ave applicable to Krippendorff'st with
weights) to suggest that the coders are consigtemhsuring a clear underlying construct.
Nevertheless, using thaverage of the coders as the gold standard still seembetaa
reasonable method to get sentiment strength estémat

Table 1. Level of agreement between coders for Xfg#l evaluation comments (exact agreement, % of
agreements within one class, mean percentage anwiearson correlation).

Comparison | +ve +ve +ve +ve -ve -ve -ve mean| -ve
+/- 1| mean | corr +/- 1| % diff. corr
class % diff. class

Coder1vs.2| 51.0%| 94.3% .256 .564 67.394.2%| .208 .643

Coder1vs.3| 55.7%| 97.8% .216 677 76.396.8% | .149 .664

Coder2vs.3| 61.4%| 95.2% .199 .682 68.298.6% | .206 .639




The SentiStrength Sentiment Strength Detection Algorithm

The SentiStrength emotion detection algorithm wasetbped on an initial set of 2,600
MySpace classifications used for the pilot testifige key elements of SentiStrength are
listed below.

The core of the algorithm is tleentiment word strength list. This is a collection of
298 positive terms and 465 negative terms clasisitoe either positive or negative
sentiment strength with a value from 2 to 5. Thiaudké classifications are based upon
human judgements during the development stage, wittomatic modification
occurring later during the training phase (seewgléollowing LIWC, some of the
words include wild cards (e.g., xx*) matches anynber>2 of consecutive xs. Some
terms are standard English words and others arestamolard but common in
MySpace (e.g., luv, xox, lol, haha, muah). The émmostrength is specific to the
contexts in which the words tend to be used in My®p For example, “love” was
originally classified as strength 4 positive butswaduced to strength 3 due to many
casual uses such as “Just showin love 2 ur pagwheSof the words explicitly
express emotion, such as “love” or “hate” but atheormally given a weak strength
2, are indirectly associated with positive or negatontexts (e.g., appreciate, help,
birthday). The SentiStrength algorithm includescedures (described below) to fine-
tune the sentiment strengths using a set of trgidata.

The above default manual word strengths are mallifie atraining algorithm to
optimise the sentiment word strengths This algorithms starts with the baseline
human-allocated term strengths for the predefiistéihd then for each term assesses
whether an increase or decrease of the strengihvlguld increase the accuracy of
the classifications. Any change that increasesotrexall accuracy by at least 2 is
kept. The minimum increase could also be set tohichvwould risk over-fitting,
whereas 2 risks loosing useful changes to rare svbtdre 2 was selected to make the
algorithm run faster, due to less changes, ratien for any theoretical reason (in
fact the algorithm worked better on the test daith W, as the results show). The
algorithm tests all words in the sentiment listraddom and is repeated until all
words have been checked without their strengthsgbeianged.

The word ‘miss’ was allocated a positive and negative strengtl.ofhis was the
only word classed as both positive and negatiwwal typically used in the phrase “I
miss you”, suggesting both sadness and love.

A spelling correction algorithm identifies the standard spellings of words thateha
been miss-spelled by the inclusion of repeatedrgti-or example hellllloooo would
be identified as “hello” by this algorithm. The atghm (a) automatically deletes
repeated letters above twice (e.g., helllo -> Nelid) deletes repeated letters
occurring twice for letters rarely occurring twite English (e.g., niice -> nice) and
(c) deletes letters occurring twice if not a staddaord but would form a standard
word if deleted (e.g., nnice -> nice but not hoephop nor baaz -> baz). Formal
spelling correction algorithms (see Pollock & Zamat984) were tried but not used
as they made very few corrections and had probieithsnames and slang.

A booster word list contains words that boost or reduce the emotiosubSequent
words, whether positive or negative. Each wordaases emotion strength by 1 or 2
(e.g., very, extremely) or decreases it by 1 (s@ne).

A negating word list contains words that invert subsequent emotion svord
(including any preceding booster words). For exanifl“very happy” had positive
strength 4 then “not very happy” would have negastrength 4. The possibility that
some negating terms do not negate was not incdgebes this did not seem to occur
often in the pilot data set.

Repeated lettersabove those needed for correct spelling are usgive a strength
boost of 1 to emotion words, as long as there aleast two additional letters. The
use of repeated letters is a common device foremgomg emotion or energy in
MySpace comments, but one repeated letter ofteeaapd to be a typing error.



« An emoticon list with associated strengths (positive or negativeudplements the
sentiment word strength list (and punctuation ideldiin emoticons is not processed
further for the purposes below).

* Any sentence with aaxclamation mark was allocated a minimum positive strength
of 2.

* Repeated punctuationincluding at least one exclamation mark gives ransith
boost of 1 to the immediately preceding emotiondy@r sentence).

* Negative emotion was ignored in questiond-or example, the question “are you
angry?” would be classified as not containing seetit, despite the presence of the
word “angry”. This was not applied to positive ser@nt because many question
sentences appeared to contain mild positive sentinhe particular, sentences like
“whats up?” were typically classified as containmid positive sentiment (strength
2).

The above factors were applied separately to eagteisce, with the sentence being assigned
with both the most positive and most negative eomoiientified in it. Each overall comment
was assigned with the most positive of its sentesroetions and the most negative of its
sentence emotions. Sentence were split eithenkyblieaks in comments or after punctuation
other than emoticons.

Some additional modifications were added to Semtifffth but subsequently rejected

after additional testing, or were found to be ingpical.

» Phrase identification wasot extensively used except for a few frequent example
found in the initial 2,600 development commentghéligh idiomatic phrases were
common, their variety was such that it did not segemactical to systematically
identify them. Future work could perhaps identifobter phrases like “so much” and
“a lot”, and use phrase identification to sepasagak uses of the word “love” with
stronger uses, such as “I love you”.

* Semantic disambiguation waset used for ambiguous words because of the problems
caused by highly non-standard grammar. This coubdergially improve the
algorithm but would require considerable computaloeffort. For example, the
word “rock” was sometimes strongly positive (e.gaqu rock!!) and sometime
neutral (e.g., do you listen to rock music?).

Experiments

SentiStrength was tested on a set of 1,041 MySpacenents that were different from the
comments used in the development phase and wessifidd by three people (see Table 1),
and the average was used as the gold standardf@dLOross-validation approach was used.
The results were compared to random allocation #ndhe baseline majority class
classification (a positive sentiment of 2 and aatizg sentiment of 1). SentiStrength was also
compared to a range of standard machine learnagsification algorithms in Weka (Witten
& Frank, 2005) using the frequencies of each warthe sentiment word list as the feature
set. Theextended feature set used for the comparisons included n-grams of lerigB
consisting of all terms extracted from the textluling emoticons, spelling-corrected words
(where appropriate), repeated punctuation, questiarks and exclamation marks (e.g., one
feature was the 3-gram: “love-u-!1") as well as dsunf the total number of 1, 2, and 3-grams
in each comment. This extended set of featuregocates most of the elements of text used
by SentiStrength.

A second test compared different feature sets & veleether alternative smaller
feature sets could give better results for mactl@aming and to discover which features were
most useful.

A third test used feature reduction with subsump{see below for details).

A fourth test compared different variations of $8trength to see which aspects of
the algorithm were most powerful.



Comparison with machine learning, extended feature set

Figures 1 and 2 show the performance of varioushinadearning algorithms on the 1,041
MySpace comments with different feature set siasselected using the top-ranking features
from the information gain metric. Feature selectioproved the results for all methods, with
one minor exception (Naive Bayes for positive seeatit: 52.0% without feature selection,
averaged over 4 10-fold cross-validations). Forhemethod, Table 2 reports comparisons
with SentiStrength using the optimal feature se¢ $or each method.
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Fig. 1. Positive sentiment classification accuramainst feature set size for different
classifiers using the extended feature set; average4 classifications.
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Fig. 2. Negative sentiment classification accuragainst feature set size for different
classifiers using the extended feature set; average4 classifications.

From Table 2, machine learning classifiers usirg ektended feature set with the optimal
number of features, as selected by information ,gafe significantly less accurate than
SentiStrength. SentiStrength also has the higheselation with the gold standard, the
lowest mean percentage error and the highest agctoavithin one class. Hence it performs
consistently better (at least 2.1%) than the othlgorithms. The level of accuracy for
SentiStrength is nevertheless moderate at 60.695.i3similar to the degree of agreement
between the human coders (Table 1), suggestingtsitive sentiment strength detection in
informal short texts is an inherently difficult kas



Table 2. Performance of various algorithms on pasgentiment strength detection for 1,041
comments with the extended feature set and 10dodds-validation (decreasing order of
positive sentiment strength performance). Othen BantiStrength, results are averages over
4 runs of different random test/training splits dodthe optimal feature numbers, as selected
from Figure 1.

Algorithm Optimal | Accuracy | Accuracy | Corr. | Mean %
features +/-1 absolute
class error
SentiStrength - 60.6% 96.9% 599 22.0%
(standard configuration, 30
runs)
Simple logistic regression| 700 58.5% 96.1% 557 | 23.2%
SVM (SMO) 800 57.6% 95.4% 538 | 24.4%
JA8 classification tree 700 55.2% 95.9% 548 | 24.7%
JRip rule-based classifier 700 | 54.3% 96.4% 476 | 28.2%
SVM regression (SMO) 100 54.1% 97.3% 469 | 28.2%
AdaBoost 100 53.3% 97.5% 464 | 28.5%
Decision table 200 53.3% 96.7% 431 | 28.2%
Multilayer Perceptron 100 50.0% 94.1% 422 | 30.2%
Naive Bayes 100 49.1% 91.4% 567 | 27.5%
Baseline - 47.3% 94.0% - 31.2%
Random - 19.8% 56.9% 016 | 82.5%

Bold=sig at 0.01, italic=sig at 0.05 compared tot&irength.

For negative sentiment strength, most of the metlydek quite similar results and some give
better results than SentiStrength. Although thetiSeength accuracy is 72.8%, this is only
2.9% better than the baseline, several of the atiehods have similar levels of accuracy and
SVM is significantly more accurate. SentiStrengthsignificantly the most accurate of the
methods if up to one class error is allowed, argldignificantly the highest correlation with
the human coder results. Note that in theory ndrtbeomethods ought to be worse than the
baseline but this can occur due to optimisatiorthentraining set rather than the evaluation
set. Overall, it seems that SentiStrength is natdgat identifying negative emotion but that
this is a hard task for the short texts analyse.hBote also that the mean percentage
absolute error for the random category is over 1@ to the predominance of ‘1’ as the
correct category for negative sentiment.



Table 3. Performance of various algorithms on rnegasentiment strength detection for
1,041 comments with the extended feature set arfdld@ross-validation (decreasing order
of positive sentiment strength performance). Othan SentiStrength, results are averages
over 4 runs and for the optimal feature numbersgtexted from Figure 2.

Algorithm Optimal | Accuracy | Accuracy | Corr. | Mean %
features +-1 absolute
class error
SVM (SMO) 100 73.5% 92.7% 421 | 16.5%
SVM regression (SMO) 300 73.2% | 91.9% .363 | 17.6%
Simple logistic regressior 800 72.9% | 92.2% .364 | 17.3%
SentiStrength - 72.8% 95.1% 564 | 18.3%
(standard  configuration,
30 runs)
Decision table 100 72.7% | 92.1% 346 | 17.0%
JRip rule-based classifier, 500 72.2% | 91.5% 309 | 17.3%
J48 classification tree 400 71.1% | 91.6% .235 | 18.8%
Multilayer Perceptron 100 70.1% | 92.5% .346 | 20.0%
AdaBoost 100 69.9% 90.6% - 16.8%
Baseline - 69.9% 90.6% - 16.8%
Naive Bayes 200 68.0% 89.8% 311 | 27.3%
Random - 20.5% 46.0% .010 | 157.7%

Bold=sig at 0.01, italic=sig at 0.05 compared tot&trength.

The remainder of the paper focuses on positivaraent alone, since the results for negative
sentiment are not significant.

Comparison of feature sets for machine learning —po sitive sentiment strength

Figures 3 and 4 compare the impact of using diffefeature sets with the two best-
performing algorithms for positive sentiment stringetection. The feature sets are: 1-3-
grams; 1-3-grams with emoticons; 1-3-grams withgbuation; 1-3-grams with misspellings
(i.e., including terms before spelling correctionaiddition to terms after spelling correction,
when different); 1-3-grams with emoticons, pundtratand misspellings; 1-3-grams with
emotion terms; and 1-grams. The basic bag or wapgsoach (1-grams) performs poorly —
always the worst feature set for logistic regresaad the worst or amongst the worst few
feature sets all the time for SVM. For SVM, thethesults are achieved with the basic 1-3-
grams enhanced by the emotion terms, although aidke time (i.e., for 500-1000 features)
the extended feature set (labelled “all of the &@nd the same as used in the results above)
performs best, perhaps mainly due to the punctuat@mmponent, since this enhancement
performs second best for 700-1000 features.
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Fig. 3. SVM (SMO) positive sentiment classificatiancuracy against feature set size for
different feature set types; average over 4 classions.

Figure 4 suggests that, other than the basic bagpads, the difference between feature sets
is less clear-cut for logistic regression than 3$&M but the best performing combination is
again the 1-3 grams plus emotion terms. For lafgature sets, the combined feature set
performed best, probably due to the punctuationeanation terms.
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Fig. 4. Logistic regression positive sentiment siiisation accuracy against feature set size
for different feature set types; average over 4sifecations.

A potential weakness of using bigrams and trigrameonjunction with unigrams is that there
is some redundancy involved. For instance, theamg“l love you” will also match the
bigrams “I love” and “love you” as well as the urags “I”, “love” and “you”. In response,
subsumption is a feature selection method thatimdites bigrams and trigrams that appear to
be redundant in the sense of not giving additiom@rmation above that of their constituent
unigrams (and bigrams for trigrams). This approschppropriate here. Subsumption was
applied with a logical extension: that word pattertike happ* could eliminate matching
words (e.g., happily, happy in this case) if th@rapriate measure was matched. Figures 5
and 6 show the results of subsumption for the tvechime learning algorithms for which it
performed best: SVM and logistic regression. Sulption performs best in conjunction with
feature reduction, as both graphs show. For theratlgorithms, subsumption improved the
performance of Jrip by 0.4%. & 0.005, 100 features), SVM regression by 1.19% (0.02,
100 features), multilayer perceptron by 1.086=(0.02, 100 features) and decision table by
1.0% @ = 0.005, 900 features) but did not improve J4&Babst and Naive Bayes.
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Fig. 5. SVM(SMO) positive sentiment classificatiascuracy against feature set size for
subsumption with various values; average over 5 classifications.
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Fig. 6. Logistic regression positive sentiment siisation accuracy against feature set size
for subsumption with various values; average over 5 classifications.

From Figure 5, SVM with subsumption outperforms SMithout subsumption on the
extended feature set by 1.8%, and outperforms SYiMlbthe other feature sets £ 0.02,



500 features). Nevertheless, its accuracy is lalvan the SentiStrength standard version,
although the difference is not statistically sigraht (accuracy = 59.42%, accuracy +/-1 =
96.60%, correlation = 0.5822, mean absolute err@2£65%; only the mean absolute error
difference is statistically significant from Seritihgth standard configuration). From Figure
6, logistic regression with subsumption outperfortogistic regression without on the
extended feature set by a lower margin of 0.4% (.01, 200 features). It performs less well
than 1-3grams with the emotion terms added, howékegure 4), but this could be a
statistical anomaly due to the large number of cispns performed. Logistic regression
performs less well than standard SentiStrength,tibeitdifference is again not significant
(accuracy = 59.23%, accuracy +/-1 = 95.79%, cdicgla= 0.5820, mean absolute error =
22.57%; all except accuracy are statistically digantly different from SentiStrength
standard configuration). In terms efvalues, 0.02 tends to perform almost uniformlytdret
than other values for this data set.

Note that that although SentiStrength is not gtedilty significantly better than the
optimal SVM and logistic regression models usingpssumption, the optimal variation of
SentiStrength in Table 4, with one simple modifmat(training needs only increase of 1 to
alter word strengths), is statistically signifidgnbetter in all respects than SVM and is
statistically significantly better in all respecesxcept accuracy within +/-1, than logistic
regression.

Comparison of SentiStrength versions

Tables 4 and 5 report comparisons of differentatems of SentiStrength. Most variations
have little influence on the results — individuadlgcounting for a maximum of 0.8% of the
performance of the algorithm, except for the lagh bptions. These differences are small
enough to be attributable to the corpus used anthesdable does not provide convincing
evidence that any of the variations are better orses than the standard approach. When
removing all the options (but not changing the agerg method) the cumulative effect is
more significant, however, reducing performance3»®%. Perhaps comments using non-
standard features tend to use multiple non-stanteatlires and so if one special rule is
ignored then this is frequently compensated fothlgyother special rules.

Compared with tables 2 and 3, the main power otiSeangth is in the combined
effect of its rules to adapt to various informadtteariations as well as in the overall approach
of using a list of term strengths and identifyitng tstrongest positive and negative terms in
any comment. In this context, it seems that theegerclassification algorithms in Table 2
were a minimum of 2.1% less effective than Sergi®ith mainly due to the 1-3 grams
approach being insufficiently flexible to cope wition-standard MySpace language (about
3.4% attributable to this cause). In additioneiéms that they were not able to draw upon a
large enough training set to learn effective tetmargyths and a much larger training set could
see some of them approach closer to the performainSentiStrength. Finally, note that the
variations of SentiStrength that apparently impravare not robustly better: when all these
are combined to make a new version of SentiStretigghhas exactly the same accuracy as
the standard configuration (60.64% correct, 97.0#%01 class, .6071 correlation, 21.62%
mean % error).



Table 4. Comparison of theositive emotion performance over several algorithm varieti
average over 30 10-fold cross-validations for 1,0%sified comments.

% +/- 1| corr. | Mean %
Correct | class err.
(pred-

Type act)/act
SentiStrength standard algorithm (but training needs 61.03% | 96.68% | .5983 21.66%
only increase of 1 to alter word strengths)
Negating words not used to switch following 60.87% | 97.50% | .6206 21.28%
sentiment (e.g., not happy)
Multiple consecutive positive words not used as 60.70% | 96.88% | .5962 21.97%
emotion boosters
Emoticons ignored 60.68% | 96.87% | .5977 21.95%
Booster words ignored (e.g., very) 60.68% | 96.80% | .5970 22.14%
SentiStrength standard algorithm 60.64% | 96.90% | .5986 21.96%
Exclamation marks not given a strength of 2 60.51% | 96.62% | .6035 21.47%
Automatic spelling correction disabled 60.39% | 96.88% | .5961 22.05%
Extra multiple letters not used as emotion boosters 60.21% | 96.81% | .5952 22.16%
The term “miss” not given a strength of +2 60.45% | 96.77% | .5953 22.16%
Idiom lookup table disabled 60.52% | 96.88% | .6054 21.62%
Neutral words with emphasis not counted as positive 60.13% | 96.79% | .5966 21.90%
emotion
SentiStrength with all the above changes 57.44% | 96.07% | .6073 21.91%
Sentence sentiment is the average of all term 42.40% 88.54% | .4065 29.27%
sentiments (rather than the maximum)
Text sentiment is the average of all sentence 39.13% | 86.96% | .3293 33.19%
sentiments (rather than the maximum)

* Bold=significant at p=0.01, italic=sig. at p=0,0f8ompared to the standard algorithm.

Table 5. Comparison of theegative emotion performance over several algorithm vaoieti
average over 30 10-fold cross-validations for 1,6k&sified comments.

% +/- 1| corr. | Mean
Correct | class % err.
(pred-
Type act)/act
Negative sentiment in questions is not ignored 73.56% | 95.14% | .5921 | 18.11%
SentiStrength standard algorithm (but training needs | 72.95% | 94.86% | .5651 | 18.16%
only increase of 1 to alter word strengths)
Negating words not used to switch following 72.84% | 94.79% | .5706 | 18.35%
sentiment (e.g., not happy)
SentiStrength standard algorithm 72.83% | 95.07% | .5644 | 18.27%
Multiple consecutive negative words not used as 72.81% | 95.08% | .5653 | 18.29%
emotion boosters
Emoticons ignored 72.80% | 94.97% | .5614 | 18.28%
SentiStrength with all the changes in this table 72.76% | 94.59% | .5668 | 19.07%
except averaging
Idiom lookup table disabled 72.73% | 95.03% | .5556 | 18.63%
Extra multiple letters not used as emotion boosters | 72.72% | 95.04% | .5627 | 18.40%
Text sentiment is the average of all sentence 72.66% | 95.83% | .5486 | 16.81%
sentiments (rather than the maximum)
Automatic spelling correction disabled 72.64% | 95.07% | .5586 | 18.62%
Booster words ignored (e.g., very) 72.35% | 95.03% | .5559 | 18.50%
Sentence sentiment is the average of all term 72.17% | 95.35% | .4980 | 16.82%
sentiments (rather than the maximum)

* Bold=significant at p=0.01, italic=sig.t at p=6,0compared to the standard algorithm.




Table 5 shows that there is very little variatiorthe performance of the different variations
of SentiStrength for negative emotion strength ae&ir: the performance differs from the
standard configuration by a maximum of 0.83%. gasts however, that negative sentiment
in questions (e.qg., “Do you hate Tony?") shondd be ignored in future.

Discussion and Conclusions

Recall that the main novel contributions of thipg@aare: a machine learning approach to
optimise sentiment term weightings; methods forraeting sentiment from non-standard
spelling in text; and a related spelling correctinathod. SentiStrength was able to identify
the strength of positive sentiment on a scale ¢d 5 in 60.6% of the time in informal
MySpace language, significantly above the bestdstahmachine-learning approaches which
had a performance of up to 58.5% - in line withseéandor a previous 4-category opinion
intensity classification task (Wilson et al., 2006he standard version of SentiStrength was
also better then standard machine learning metivbds their performance was improved (or
not, in some cases) with the use of subsumptionirgfodmation gain feature reduction, but
the difference was not statistically significant.sAghtly modified version of SentiStrength
was statistically significantly better than the noyped machine learning methods, however.
This is good evidence of the efficacy of SentiSgtanfor positive sentiment strength
detection given the range of different algorithms @arameters that it was compared against
(9 algorithms x 11 feature set sizes, x 7 featatdypes = 693 variations, plus 9 algorithms x
10 feature set sizes x @ values = 270 variations for subsumption), whickiegi lower-
performing algorithms a reasonable statistical chasf outperforming SentiStrength through
chance, but none did.

The main reason for SentiStrength’'s relative sueEems to be procedures for
decoding non-standard spellings and methods fostbap the strength of words, which
accounted for much of its performance. Without étegtors, the SentiStrength variant based
solely upon a dictionary of emotion-associated woehd their estimated strengths with
57.5% was only 1.3% better than the most successfdhine learning approach on an
extended set of 1-3grams. In contrast, SentiStrewgis able to identify negative sentiment
little better (1.8%) than the baseline, probablye do creativity in expressing negative
comments or due to the difficulty in getting sigedintly above the baseline when one
category dominates (Artstein & Poesio, 2008; Kripgerff, 2004). It seems that both positive
and negative sentiment detection in informal teatguage like MySpace comments is
challenging because of several factors: languagativity, expressions of sentiment without
emotion-bearing words, and differences between hucaaer interpretations meaning that
there is not a genuinely correct classificationrfmst comments.

Given the success in generating an algorithm éaitiye sentiment strength detection
and the predominance of positive sentiment in Mg8paomments, it seems that future
research can apply the sentiment strength detetd@miques to automatically identify and
classify positive sentiment in informal web comnuation environments on a large scale.
Moreover, there are many commercial applicationsanitiment analysis, some of which use
informal computer text generate from chatrooms obile phone text messages, and this
algorithm shows that it is possible to estimatedinength of positive sentiment even in these
short messages.

In terms of future work, a next logical step isattempt to improve the performance
of the system through linguistic processing, destiie poor grammar of the short informal
text messages analysed. Previous work has showthib@pproach is promising, particularly
via dependency trees (Wilson et al., 2009) and tjigen a large enough training sample,
improvements may be possible even in poor quaity (Gamon, 2004).

Appendix: Coder Instructions (extract)

Code each comment for the degree to which it espegositive emotiomr energy.
Excitement, enthusiasm or energy should be coustegositive emotion here. If you think



that the punctuation emphasises the positive emaoti@nergy in any way then include this in
your rating. The scale fqositive emotion or energy is:

[no positive emotion or energ§} 2 — 3 — 4 — $very strong positive emotion]

* Allocate 1 if the comment contains no positive éomor energy.
» Allocate 5 if the comment contains very strong pesiemotion.
* Allocate a number between 2 and 4 if the commentains some positive emotion

but not very strong positive emotion. Use your grgnt about the exact positive
emotion strength.

Code each comment for the degree to which it espeesegative emotion or is negative. If
you think that the punctuation emphasises the n&gatnotion in any way then include this
in your rating. The scale feoregative emotion is:

[no negative emotion]—- 2 — 3 — 4 — Hvery strong negative emotion]

» Allocate 1 if the comment contains no negative éomoat all.
» Allocate 5 if the comment contains very strong niegaemotion.
» Allocate a number between 2 and 4 if the commentains some negative emotion

but not very strong negative emotion. Use your @ndgnt about the exact negative
emotion strength.

When making judgements, please be as consistehtywitr previous decisions as possible.
Also, please interpret emotion within the indivilkamment that it appears and ignore all
other comments.
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