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Abstract 

Bibliometrics has changed out of all recognition since 1958; becoming established as a field, being taught widely in 
library and information science schools, and being at the core of a number of science evaluation research groups 
around the world. This was all made possible by the work of Eugene Garfield and his Science Citation Index. This 
article reviews the distance that bibliometrics has travelled since 1958 by comparing early bibliometrics with current 
practice, and by giving an overview of a range of recent developments, such as patent analysis, national research 
evaluation exercises, new visualisation techniques, new applications, new online citation indexes, and developments 
related to the creation of digital libraries. Webometrics, a modern, fast-growing offshoot of bibliometrics is reviewed in 
detail. Finally, future prospects are discussed with regard to both bibliometrics and webometrics. 
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1. Introduction 

The last fifty years have seen two major technological changes in scholarly publishing and two major changes 
in the way research can be quantitatively analysed, alongside numerous less significant developments. The two 
publishing changes are the computerisation of the printing process, reducing costs significantly and allowing more 
journals and books to appear in print; and the conversion of the entire publishing cycle (submission of articles, 
refereeing and publication) to the Internet, allowing faster and possibly cheaper communication throughout. 
Historically, the first major change for the development of quantitative analysis of academic publishing 
(bibliometrics) was the creation of the Institute for Scientific Information (ISI, now Thomson Scientific) citation 
database, which began functioning in 1962 [1, 2] together with associated post-war sociological theory allowing it 
to be used to assess the impact of scientific work [3]. Since then there has been a continuous increase in the 
computing power available in universities, which has helped to make increasingly many bibliometric analyses 
possible. The second major development for bibliometrics was the web publishing of an increasingly broad range 
of research-related documents, from articles to email discussion lists, allowing the creation of a range of new 
metrics relating to their access and use. 

In this article, the focus is on the measurement of science. Conveniently for this special issue, the two 
significant changes fall just after the beginning and just before the end of the period in question, although in 
between bibliometrics has arisen as a recognised scientific specialism: taught in universities as part of information 
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science courses, with a substantial body of techniques, some theories, and an international group of specialist 
science evaluators. This review article has a dual focus: general bibliometric issues and the field of webometrics, a 
new research area that has grown out of bibliometrics. The first section discusses bibliometrics originating within 
the first half of 1958-2008 and the second section discusses a selection of more recent developments. A third 
section then focuses exclusively on webometrics. 

2. Bibliometrics 

Bibliometrics encompasses the measurement of “properties of documents, and of document-related processes” 
[4]. The range of bibliometric techniques includes word frequency analysis [5], citation analysis [6], co-word 
analysis [7] and simple document counting, such as the number of publications by an author, research group or 
country. In practice, however, bibliometrics is primarily applied to science-related documents and hence has 
considerable overlap with scientometrics, the science measurement field 

Although recognisably bibliometric techniques have been applied for at least a century, the emergence of 
bibliometrics as a scientific field was triggered (in the 1960s) by the development of the Institute for Scientific 
Information (ISI) Science Citation Index (SCI) by Eugene Garfield [2], as a logical continuation of his drive to 
support scientific literature searching. The SCI was created as a database of the references made by authors, to 
earlier articles, in their articles published in the top scientific journals, originally focussing on general science and 
genetics. The underlying idea, still highly relevant today, is that if a scientist reads a relevant article, then s/he 
would benefit from knowing which articles cited that article, since they may cover a similar topic and might 
update or correct the original article. The importance of the SCI is also consistent with Bradford’s [8] law of 
scattering: although a scientist may keep up-to-date with a research specialism by reading all relevant journals 
when they appear, a minority of relevant articles will be scattered throughout less relevant journals. Hence citation 
searching protects researchers from missing relevant articles in non-core journals.  

 Almost a by-product of the SCI, and later also the Social Sciences Citation Index (SSCI) and the Arts and 
Humanities Citation Index (AHCI), was the ability to generate easily a range of new statistics: not just the number 
of citations to any given article but also, using other fields in the SCI database, aggregated publication and citation 
counts. These aggregated statistics include the number of citations to all articles in a journal or all articles by an 
author, research group, or country. Some were further developed into named indicators with supporting theories 
and reasonably well accepted standard interpretations. Perhaps the most well known is the Journal Impact Factor 
(JIF), defined below. 

 Since the publication of the SCI, two types of bibliometric application have arisen: evaluative and 
relational [4]. Evaluative bibliometrics seeks to assess the impact of scholarly work, usually to compare the 
relative scientific contributions of two or more individuals or groups. These evaluations are sometimes used to 
inform research policy and to help direct research funding [6]. In contrast, relational bibliometrics seeks to 
illuminate relationships within research, such as the cognitive structure of research fields, the emergence of new 
research fronts, or national and international co-authorship patterns. 

2.1. Evaluative bibliometrics 

Most evaluative bibliometric techniques use citations as their raw data. The theoretical basis for this stems 
from Robert Merton’s [3] sociology of science which postulates that citations are the way in which scholars 
acknowledge influential prior work. On this basis, citation counting could be used as an indicator of scientific 
value because more influential work would tend to be more frequently cited. In fact the term ‘impact’ is now 
accepted as appropriate for that which citations measure or indicate. Subsequent research has shown that Merton’s 
perspective is a simplification of reality: there are many different reasons to cite articles as well as many 
influences on which articles to select, when multiple options are available [9, 10]. From an alternative perspective, 
de Solla Price [11] showed that a cumulative advantage process could be at work for highly cited papers, where 
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papers that are initially well cited then tend to continue to be cited partly because they have been cited rather than 
for their intrinsic worth. This is similar to Merton’s [12] “Matthew effect” in science, whereby recognised 
scholars tend to be awarded a disproportionate credit for their research. Despite complications such as these, 
indicators based upon citation counts have been widely adopted. 

The Journal Impact Factor, introduced in the early 1960s [13-15] is the number of citations from ISI-
indexed articles published in the year X to articles in the journal published in years X-1 and X-2, divided by the 
number of (citable) items published in the journal in the years X-1 and X-2. On the basis of Merton [3], journals 
with higher JIFs tend to publish higher impact research and hence tend to be better regarded. Nevertheless, there 
seems to be general agreement that, even within discrete subject fields, ranking journals based upon JIFs is 
problematic [4, 6]. Moreover, as the JIF has gained in value, there seem to have been attempts by journal editors 
to recommend authors to cite other articles in the same journal to improve its JIF. 

A second common application is tenure and promotion decisions which may take into account the JIFs of 
the journals in which an academic has published, or the citation counts of their publications. This is not 
recommended by many bibliometricians, however, since citation counts at the level of individual authors are 
unreliable and those making the decisions may be unaware of field differences [6]. 

A third application, usually conducted by expert bibliometricians, is comparing academic departments 
through citations to their publications. Even carefully constructed bibliometric indicators, which are reasonably 
robust because of aggregation over the publications of entire departments, need to be combined with other sources 
of evidence (e.g., funding, sources of esteem, peer review, narrative) in order to give solid evidence for major 
decisions, such as those involving funding. 

2.2. Relational bibliometrics 

There were several early attempts to develop bibliometric methods to examine relations within science 
through ISI data, although the growth of relational analysis methods was probably constrained by the lack of 
sufficient computing power in the early days, especially for visualisations. Nevertheless, early relational analyses 
produced interesting insights into the structure of science through simple means, such as network diagrams of the 
flow of citations between key sets of articles [16]. This idea was apparently invented by the geneticist Dr Gordon 
Allen in 1960, who sent his citation diagram to an enthusiastic Garfield [16]. Journal citation diagrams were 
another early invention: these can illustrate the connections between journals within a field, detect journals that 
cross field boundaries and identify central or peripheral journals. 

One important relational method, sometimes attributed to Garfield, is co-citation as a measure of 
similarity [17, 18]. The basis of this is that pairs of documents that often appear together in reference lists (i.e., are 
co-cited) are likely to be similar in some way. This means that if collections of documents are arranged according 
to their co-citation counts then this should produce a pattern reflecting cognitive scientific relationships. Author 
Co-citation Analysis (ACA) is a similar technique in that it measures the similarity of pairs of authors through the 
frequency with which their work is co-cited [19]. ACA operates at a high enough level of aggregation to be a 
practical tool for mapping the structures of fields [20]. 

  

3. Bibliometrics today 

Mainstream bibliometrics has evolved rather than undergone revolutionary change in response to the Web and 
web-related developments. The core citation-based impact measures are still in place, but are now supplemented 
by a range of complementary techniques. In addition, there is now a body of theory and case studies to draw upon 
so that an experienced bibliometrician can be reasonably sure of finding good ways to generate indicators from 
citations for any common task and also of how to interpret the results. In particular there has been an ongoing 
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debate about the validity of using citations to measure impact, in parallel with the development of theories of citer 
motivations, which have recently been extensively reviewed [21]. 

Aside from the core citation analysis methods, the biggest change in bibliometrics stems from the 
availability of new significant sources of information about scholarly communication, such as patents, web pages, 
and digital library usage statistics. Of course, bibliometrics has never been exclusively interested in academic 
papers and has also used other data such as funding as well as qualitative indicators, such as peer review 
judgments. 

There are perhaps three main trends in the recent history of bibliometrics, and citation analysis in 
particular. These are to improve the quality of results through improved metrics and careful data cleaning, to 
develop metrics for new tasks, and to apply bibliometrics to an increasing range of problems, particularly in 
descriptive relational contexts (see the knowledge domain visualisation section below for examples of the latter). 

3.1. The h-index and current bibliometric indicators 

Perhaps the most significant new evaluative metric is the h-index [22] which, for a scientist, is the largest 
number h such that s/he has at least h publications cited at least h times. A high h index indicates that a scientist 
has published a considerable body of highly cited work. It is a metric that is easily calculated and intuitive to 
understand, and hence its appeal. There have been a number of studies of the h-index, evaluating it, proposing 
new versions or applying it to sets of scholars. For example, ranked lists of the h-indexes of UK and US LIS 
professors [23, 24] may be of interest to researchers in the field. 

Apart from the h-index, the most important evaluative bibliometric indicators seem to have evolved 
gradually. For example, because there are widely differing field-based citation norms, comparing citation counts is 
inappropriate across multiple fields. Hence, it is now best practice to field-normalise citation indicators [6] when 
using them to evaluate an academic department. Even if a set of departments in the same discipline are to be 
compared, raw citation counts, or average citations per researcher, would not be an accurate reflection of their 
citation impact because the departments might specialise in fields with different average citation rates. Hence, 
departments engaging in research in fields with high average citation counts would have an unfair advantage 
unless the indicators were normalised, for example through dividing each department’s citations by the field 
average. Hence the evaluative citation analysis goal has shifted from evaluating the impact of research to 
evaluating its impact relative to a field. 

3.2. National research evaluation exercises 

Systematic research assessment exercises seem set to become an important but still controversial application 
area for bibliometrics. Four countries now have periodic national research evaluation exercises that help to direct a 
significant proportion of their research funding. The UK’s Research Assessment Exercise (RAE, see 
www.rae.ac.uk) was the first and has taken place in 1986, 1989, 1992, 1996, 2001 and will be again in 2008. It is 
primarily based upon peer review, with small panels of subject experts awarding ratings to relevant groups from 
each university. In addition to peer review, normally based on the top four publications of each researcher, the 
panels take into account other factors, such as funding, PhD completions and a narrative. Although bibliometrics 
have not yet played a formal role, they can be included in the narrative part of the submission and the panels may 
also use them as part of their decision making process. Anecdotal evidence suggests that many disciplines have 
also developed informal publication guidelines and lists of target journals that are influenced by JIFs. The 2008 
RAE is set to be conducted in parallel with bibliometrics, however, and subsequent RAEs may have a much 
heavier bibliometric component [25], something that has been argued for on the basis that academic publications 
are already peer reviewed [e.g., 26]. The rationale behind a shift towards bibliometrics is that bibliometric 
indicators such as citations and JIFs are transparent and cheap compared to peer review. Nevertheless, 
bibliometrics is inadequate on its own and so RAEs are likely to always contain a range of other inputs, probably 
including peer review as a final criterion. 
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New Zealand’s Performance Based Research Fund2 , which started in 2003, ran again partially in 2006 
and is set to run again in 2012. It is quite similar to the RAE except that it has always given grades to individual 
academics rather than whole submissions. The UK RAE is converting to individual grades rather than group 
grades in 2008, but in the New Zealand system every academic submits an evidence portfolio, rather than a fixed 
number of publications, although for most academics the heart of their portfolio would probably have been the 
component of up to four “nominated research outputs” [27]. 

In Australia, the Institutional Grants Scheme (IGS), which predominantly replaced the earlier Research 
Quantum, is effectively a national evaluation exercise. Australian assessment has never included a significant 
element of peer review but has always been based primarily upon external funding for research. Starting in 2002, 
the funding was based upon “success in attracting research students (30% of funding), in attracting research 
income (60%) and in the quality and output of its research publications (10%)” [28].  

The world’s largest science system, that of the US, does not have a national science evaluation exercise. 
Instead, US research funding is allocated competitively on a grant-by-grant basis, with ex-ante evaluations being 
of secondary importance and carried out by the funding agencies [29]. The Netherlands’ research evaluation 
process is a different type again, comprising a “patchwork” of evaluations by different funding agencies and 
stakeholders [30]. Different again is the evaluation system of the former Foundation for Research Development 
(FRD, now superseded by the National Research Foundation (NRF) in South Africa, which combined the New 
Zealand style retrospective evaluation of individual researchers with a second stage, the evaluation of the 
researchers’ future plans, before awarding funding grants [31]. The current NRF system is similar, with a 
preliminary stage of rating individual researchers by peer review3, with rated researchers allowed to apply for 
grant funding. Finally, and despite the above descriptions, probably the majority of countries conduct ad-hoc 
evaluations rather than a systematic exercise, with Italy being an example of this [32]. 

How effective and useful are these research evaluation systems? This is clearly a controversial issue and 
one that does not have a simple answer. In Australia, however, there is evidence of the problems of a simplistic 
scheme: a negative impact of counting publications but not evaluating their quality seems to be an increased 
volume of lower quality journal articles [33]. The UK’s RAE has been congratulated for its success, based upon 
bibliometric evidence of UK performance relative to the world [34], but it is not clear whether this assessment is 
widely believed. 

3.3. New bibliometric databases: Google Scholar and Scopus 

In 1992 the ISI was sold by Garfield and other shareholders to a company that later became Thomson 
Scientific, and which continued the citation indexes. Recent years have seen the emergence of significant 
challengers to the ISI indexes in the form of alternative large scale online scholarly article databases like Google 
Scholar and Scopus (Elsevier), which contain embedded citation information. In addition, there are smaller-scale 
field-specific digital libraries and archives that contain citation indexes, such as CiteSeer for Computer Science, 
and the CiteBase initiative4 to index the citations of free online scholarly publications, including those in archives 
like arXiv5 (Physics, Mathematics, Computer Science and Quantitative Biology). 

 One article has compared the Web of Science (with ISI data), Google Scholar and Scopus with the 
explicit objective of assessing the extent to which the results of a citation analysis depend upon the data source 
used, using the task of ranking the faculty in a single library and information science school. The findings showed 
that Google Scholar was probably too difficult to use for a large-scale citation analysis and that the other two gave 
similar results overall [35]. Nevertheless, weaknesses in the coverage of certain fields resulted in significant 
disadvantages to some faculty members, depending upon the database used. Hence the use of both in conjunction 
with each other would give the fairest results. In addition, the poor coverage of conferences by both in comparison 
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4 http://www.citebase.org  
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to Google Scholar illustrates that neither give fair results to academics who publish in fields which emphasise 
conferences, such as computer science and computational linguistics [35]. Another investigation compared 
different databases for coverage of social sciences research, finding Scopus to offer particularly good coverage 
[36]. Other studies with wider disciplinary coverage have also shown that the coverage of Google Scholar is 
variable and can be low or particularly unreliable for some disciplines [37, 38]. 

Despite the limitations of all current citation sources, hopefully the existence of challengers to the ISI 
will make it easier than ever before to critically assess the extent of ISI coverage and to identify national and other 
biases.  

3.4. Knowledge domain visualization 

The increasing use of sophisticated visualisations is probably the most significant development in relational 
bibliometrics and has led to the creation of a new field: knowledge domain visualization (KDViz), within the 
information visualization research area [39]. This involves significant computing resources and is part of a wider 
“eResearch” trend to harness computers for social science research goals. In addition to Chen’s [39] three-
dimensional information-rich visualizations of individual research fields, others have implemented ambitious 
plans to map large areas of science via citations in the ISI database [40, 41]. 

Whilst early relational bibliometric analyses might have produced simple hand-drawn diagrams of 
citations between authors, journals or articles, later researchers developed software to automate this process. For 
example, Olle Persson’s Bibexcel6 can be fed citation data from the ISI and used to produce a range of two-
dimensional diagrams, such as an ego network (a term borrowed from social network analysis) of researchers with 
the strongest citation relationship with a given author. Similarly, Loet Leydesdorff has a set of programs7 that can 
convert ISI data into a format that can produce diagrams, especially to illustrate the citation relationships between 
individual journals [42]. 

There are several sets of visualisation software with significant inputs from computer scientists that are 
free to use and can easily process ISI data to produce three dimensional visualisations. Katy Borner’s InfoViz 
Cyberinfrastructure8 is a general purpose suite of open source software with many algorithms to process and 
display the data. A particular advantage is its ability to process massive amounts of data. For example Boyack 
(2007) produced a combined science and technology map using bibliometric coupling on the references from over 
a million papers in the Science Citation Index. Chaomei Chen’s CiteSpace9 software focuses exclusively on 
bibliometric analysis and can produce beautiful three dimensional visualisations of citation networks. One of the 
interesting features of some of Chen’s networks is the ability to include not just the basic structure but also many 
layers of additional information chosen by the researcher through the use of colour and other features. For 
example a circle representing an article in a network of articles may reveal the article’s annual citation counts by 
representing them with differently coloured layers [43]. 

3.5. Patents 

A patent is a set of time-limited exclusive rights to an invention, normally granted by a government patent 
office. The term patent is also used for the officially registered invention descriptions. These documents are 
similar in some ways to academic papers, for example through the inclusion of a set of references. The value of 
patents as an indicator of scientific value stems from a recognition that academic researchers can be, and perhaps 
sometimes should be, directly involved in the development of useful technologies [44]. 

                                                           
6 http://www.umu.se/inforsk/Bibexcel/  
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9 http://cluster.cis.drexel.edu/~cchen/citespace/  
 

 

Journal of Information Science, 34 (4) 2007, pp. 1–18 © CILIP, DOI: 10.1177/0165551506nnnnnn 6

http://www.umu.se/inforsk/Bibexcel/
http://users.fmg.uva.nl/lleydesdorff/software.htm
http://iv.slis.indiana.edu/sw/
http://cluster.cis.drexel.edu/%7Ecchen/citespace/


 

Special Edition Accepted for Publication
By the Journal of Information Science: http://jis.sagepub.co.uk 

 

Mike Thelwall 

Patent indicators can be direct, in the sense of counting researchers’ patent awards to reward those with 
novel research with potential commercial value. Patent indicators can also be indirect by using patent references to 
identify the cited academic work which is thereby endorsed as having applicable value [45]. Patent analyses have 
also been used to evaluate the performance of a country’s technology and to identify flows of knowledge transfer 
between science and technology [46]. For example, one empirical study of patents relative to The Netherlands 
concluded that the results did not fit the existing theoretical models of university-industry relationships, which 
therefore needed to be reconsidered [47]. 

3.6. Usage data from digital libraries 

Perhaps the most significant challenge for bibliometrics in the long run is that the new digital libraries are 
producing large scale evidence of the usage patterns of academic articles for the first time [48]. Editors are already 
receiving usage statistics in addition to impact factors from publishers in some cases and it seems likely that the 
two give useful complementary information [49, 50]. Research into log files may also be able to connect usage 
patterns to user demographics in some cases, which may give additional insights into users [51] and information 
seeking patterns [52]. 

Two important questions concern the impact of open access publishing upon the visibility of articles and 
publishers’ revenues. One study of mathematics articles in ArXiv addressed both questions and suggested that 
open access articles tend to be cited more often but that more citable articles tend to be deposited in ArXiv, rather 
than necessarily attracting more citations because of being deposited there. In addition, there was some evidence 
that open access articles that were subsequently published were less frequently downloaded (a reduction of 23%) 
from publishers’ Web sites [53]. 

Digital library usage data can correlate with citation counts. For instance, early readership data seems to 
be moderately good at predicting future citation counts for an article [54]. Nevertheless, there will be many 
articles for which citations and usage statistics differ greatly. This raises the possibility that usage data may be 
used as evidence of a different kind of impact. For example, it may be seen as valuable in some subjects that 
research is used in undergraduate teaching and usage statistics would be more valuable than citations to assess 
this. Perhaps in the future we will have ‘usage classics’ as well as ‘citation classics’. Publishers already often 
distribute lists of the most downloaded articles to editorial boards of journals but the lack of standardisation of 
usage statistics seems to have prevented the creation of universal lists, say for physics or information science. 
Moreover, the currently available usage statistics are not unproblematic: for example publishers have already 
noticed that individual articles can pick up high usage rates through being set as compulsory reading by the 
instructor of a large class. 

4. Webometrics 

Webometrics is the quantitative analysis of web phenomena, drawing upon informetric methods [55], and 
typically addressing problems related to bibliometrics. Webometrics was triggered by the realisation that the web 
is an enormous document repository with many of these documents being academic-related [56]. Moreover, the 
web has its own citation indexes in the form of commercial search engines, and so it is ready for researchers to 
exploit. In fact, several major search engines can also deliver their results automatically to investigators’ computer 
programs, allowing large-scale investigations [57]. One of the most visible outputs of webometrics is the ranking 
of world universities based upon their web sites and online impact [58]. 

Webometrics includes link analysis, web citation analysis, search engine evaluation and purely 
descriptive studies of the web. These are reviewed below, in addition to one recent application: the analysis of 
Web 2.0 phenomena. Note that there is some research into developing web-based metrics for web sites to evaluate 
various aspects of their construction, such as usability and information content, but this will not be reviewed here. 
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4.1. Link analysis 

Link analysis is the quantitative study of hyperlinks between web pages. The use of links in bibliometrics was 
triggered by Ingwersen’s [59] Web Impact Factor (WIF), created through analogy to the JIF, and the potential that 
hyperlinks might be usable by bibliometricians in ways analogous to citations [e.g., 60]. The standard WIF 
measures the average number of links per page to a web space (e.g., a web site or a whole country) from external 
pages. The hypothesis underlying early link analysis was that the number of links targeting an academic web site 
might be proportional to the research productivity of the owning organisation, at the level of universities [61], 
departments [62], research groups [63], or individual scientists [64]. Essentially the two are related because more 
productive researchers seem to produce more web content, on average, although this content does not attract more 
links per page [65]. Nevertheless, the pattern is likely to be obscured in all except large scale studies because of 
the often indirect relationship between research productivity and web visibility. For example, some researchers 
produce highly visible web resources as the main output of their research, whilst others with equally high quality 
offline research attract less online attention.  

Subsequent hyperlink research has introduced new metrics and applications as well as improved counting 
methods, such as the Alternative Document Models [66]. In most cases this research has focused on method 
development or case studies. The wide variety of reasons why links are created and the fact that, unlike citing, 
linking is not central to any areas of science has led to hyperlinks rarely being used in an evaluative role. 
Nevertheless, they can be useful in describing the evolution or connectivity of research groups within a field, 
especially in comparison with other sources of similar information, such as citations or patents [67]. Links are also 
valuable to gain insights into web use in a variety of contexts, such as by departments in different fields [68, 69]. 

A generic problem with link analysis is that the web is continually changing and seems to be constantly 
expanding so that webometric findings might become rapidly obsolete. A series of longitudinal investigations into 
university web sites in Australia, New Zealand and the UK have addressed this issue. These university web sites 
seem to have stabilised in size from 2001, after several years of rapid growth [70]. A comparison of links between 
the web sites from year to year found that this site size stabilisation concealed changes in the individual links, but 
concluded that typical quantitative studies could nevertheless have a shelf-life of many years [71]. 

4.2. Web citation analysis 

A number of Webometric investigations have focused not on web sites but on academic publications; using 
the web to count how often journal articles are cited. The rationale behind this is partly to give a second opinion 
for the traditional ISI data, and partly to see if the web can produce evidence of wider use of research, including 
informal scholarly communication and for commercial applications. A number of studies have shown that the 
results of Web-based citation counting correlates significantly with ISI citation count across a range of disciplines, 
with web citations being typically more numerous [37, 72-74]. Nevertheless, many of the online citations are 
relatively trivial, for example appearing in journal contents lists rather than in the reference sections of academic 
articles. If this can be automated then it would give an interesting alternative to the ISI citation indexes. 

4.3. Search engines 

A significant amount of webometrics research has evaluated commercial search engines [75]. The two main 
investigation topics have been of the extent of the coverage of the web and the accuracy of the reported results. 
Research into developing search engine algorithms (information retrieval), and into how search engines are used 
(information seeking) are not part of webometrics. The two audiences for webometrics search engine research are 
researchers who use the engines for data gathering (e.g., the link counts above) and web searchers wanting to 
understand their results. 

 Search engines have been a main portal to the web for most users since the early years. Hence, it has 
been logical to assess how much of the web they cover. In 1999, a survey of the main search engines estimated 
that none covered more than 17.5% of the ‘indexable’ web and that the overlap between search engines was 
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surprisingly low [76]. Here the ‘indexable’ web is roughly the set of pages that a perfect search engine could be 
expected to find if it found all web site home pages and followed links to find the remainder of pages in the sites. 
The absence of comparable figures after 1999 is due to three factors: First, an obscure Hypertext Transfer Protocol 
technology, the virtual server, has rendered the sampling method of Lawrence and Giles ineffective. Second, the 
rise of dynamic pages means that it is no longer reasonable to talk in terms of the “total number of web pages”. 
Finally, given that search engine coverage of the web is only partial, the exact percentage is not particularly 
relevant, unless it has substantially changed. One outcome of this research, however, was clear evidence that 
meta-search engines could give more results through combining multiple engines. Nevertheless, these have lost 
out to Google, presumably because the key task of a search engine is to deliver relevant results in the first results 
page, rather than a comprehensive list of pages. 

 Given that web coverage is partial, is it biased in any important ways? This is important because the key 
role of search engines as intermediaries between web users and content gives them considerable economic power 
in the new online economy [77, 78]. In fact, coverage is biased internationally in favour of countries that were 
early adopters of the web [79]. This is a side effect of the way search engines find pages rather than a policy 
decision. 

 The issue of accuracy of search engine results is multifaceted, relating to the extent to which a search 
engine correctly reports its own knowledge of the web. Bar-Ilan and Peritz [80] have shown that search engines 
are not internally consistent in the way they report results to users. Through a longitudinal analysis of the results 
of the query “Informetric OR Informetrics” in Google they showed that search engines reported only a fraction of 
the pages in their database. Although some of the omitted pages duplicated other returned results, this was not 
always the case and so some information would be lost to the user. A related analysis with Microsoft Live Search 
[81] suggested that one reason for lost information could be the search engine policy of returning a maximum of 
two pages per site. 

 Many webometric studies have used the hit count estimates provided by search engines on their results 
pages (e.g., the “50,000” in “Results 1-10 of about 50,000”) rather than the list of matching URLs. For example, 
Ingwersen [59] used these to estimate the number of hyperlinks between pairs of countries. The problem with 
using these estimates is that they can be unreliable and can even lead to inconsistencies [82-84], such as expanded 
queries giving fewer results. In the infancy of webometrics these estimates could be highly variable and so 
techniques were proposed to smooth out the inconsistencies [85], although the estimates subsequently became 
much more stable. 

 A recent analysis of the accuracy of hit count estimates for Live Search found a surprising pattern. The 
estimates tended to be stable for large numbers (>8,000) and small numbers (<300) but unstable for mid-range 
numbers. The reason seems to be that the high estimates were of the total number of matches known to the search 
engine, whereas the low estimates were of the number of matches after the elimination of duplicate pages, near-
duplicate matches and multiple pages from the same site. The instability in the middle of the results was due to the 
transition between these two types of estimate [81]. The different nature of the estimates is a problem for 
webometrics investigations that use queries with both high and low hit counts. 

4.4. Describing the web 

Given the importance of the web, some webometrics research has been purely descriptive. A wide variety of 
statistics have been reported using various survey methods. These include: the average web page size; average 
number and type of meta-tags used and the average use of technologies like Java and JavaScript [86, 87]. In 
addition, many commercial web intelligence companies have reported basic statistics such as the number of users, 
pages and web servers, broken down by country. Here only two types of descriptive analyses are reported, 
however, link structure characterisations and longitudinal studies. 

 There are two separate key findings about web links, concerning the overall web structure and how the 
links evolve. Researchers at AltaVista used a copy of a web crawl to construct a holistic picture of the link 
structure of the web [88]. They found a bow tie model (Figure 1), with a core “Strongly Connected Component” 
(SCC) of 28% of pages that could all reach each other by clicking on one or more links. This seems to be the heart 
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of the web, being relatively easy to navigate and containing the well-linked portal sites like Yahoo! Directory and 
the Dmoz Open Source Directory. In addition 21% of pages could be reached by clicking on one or more links, 
starting at any SCC page, but could not ‘get back’ to the SCC by following chains of links. This ‘OUT’ 
component includes many web sites that are linked to by Yahoo! or other SCC pages but do not contain any links 
to pages outside of the site. In contrast, the ‘IN’ component is the 21% of pages that link to the SCC directly or by 
following links. These seem to be pages or sites that are unknown to the core of the web. Finally, some groups of 
pages do not link to the rest of the web in any way (8%, DISCONNECTED) and a substantial proportion has more 
exotic connections (22%, TENDRILS). 

 

 
Figure 1. The bow tie model of the web. 
 
The Bow Tie model was later recast as a Corona model by Björneborn [89], in order to emphasise the 

centrality of the SCC and the often close connection between IN and SCC, and between SCC and OUT. For 
example the core of a site could be in the SCC but with many pages deeper inside the site being in OUT. 
Björneborn [90] also investigated shortest link paths between subsites of UK university web sites, finding that 
computer science often connects otherwise disparate research fields. 

 Web dynamics research, in contrast to the structural analysis described above, is concerned with 
measuring, characterising and modelling changes in the web. A key finding is that the cumulative 
advantage/Matthew effect phenomenon of bibliometrics (and elsewhere) applies to web links [91]. On the web, a 
few pages attract millions of links whereas hundreds of millions of pages attract one or none. This imbalance can 
be accounted for on the basis that when a new link is created it is more likely to target pages that already have 
many links. Of course nobody counts links to pages before deciding where their link should target, but the 
mediating factor is search engines. People are most likely to know about pages that have many links to them 
because search engines use links to find pages and to rank them [92]. Hence pages with many links to them are 
more visible online. 

A study of the distribution of links to pages found that this cumulative advantage phenomenon fitted 
some types of pages, such as company home pages, but not others, like university home pages. In the latter case a 
second factor must have been at work, such as pre-knowledge of the existence of the page [93]. A consequence of 
either case is that a page with no links to it is unlikely to attract many more. Hence web site owners should initiate 
the creation of a few links to their site to help attract more. An implication for webometrics is that counts of links 
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to a page are not reliable as indicators of the quality of the page’s contents: pages may have many links because 
they became highly visible at some time in the past. 

 Finally, a different type of web dynamics is the analysis of changes in online information. Koehler [94] 
tracked a set of web pages from 1996, finding that they initially disappeared regularly, but there was then a period 
of stabilisation, during which the surviving pages stopped disappearing. Koehler also claims that the survival rate 
of web pages will differ according to specialism. A differently-organised study analysed 738 web sites in 1997 
and 2004, finding a sevenfold growth in size during this period [95]. There were significant increases in some 
types of web content, such as dynamic pages and internal web site links, although the number of site outlinks 
(pointing to pages outside of a site) did not grow as fast as the number of pages inside the site. The study found 
that only 25% of the site outlinks from 1997 still existed in the same place in 2004. 

In summary, the web is clearly a complex, evolving entity that, despite its unregulated nature, exhibits 
strong patterns when analysed on a large scale. 

4.5. Measuring Web 2.0 

Web 2.0 is a term coined by the publisher Tim O'Reilly mainly to refer to web sites that are driven by 
consumer content, such as blogs, Wikipedia and social network sites. The growth in volume of web content 
created by ordinary users has spawned a market intelligence industry and much measurement research. The idea 
behind these is data mining: since so many people have recorded informal thoughts online in various formats, 
such as blogs, chatrooms, bulletin boards and social network sites, it should be possible to extract patterns such as 
consumer reactions to products or world events. In order to address issues like these new software has been 
developed by large companies like IBM’s Web Fountain [96] and Microsoft’s Pulse [97]. In addition, specialist 
web intelligence companies like Nielsen BuzzMetrics and Market Sentinel have been created or adapted. 

 A good example of a research initiative to harness consumer generated media (CGM) is an attempt to 
predict sales patterns for books based upon the volume of blog discussions of them [98]. The predictions had only 
limited success, however, perhaps because people often blogged about books after reading them, when it would be 
too late to predict a purchase. Other similar research has had less commercial goals. Gruhl et al. [99] analysed the 
volume of discussion for a selection of topics in blogspace, finding several different patterns. For example, some 
topics were discussed for one short period of time only, whereas others were discussed continuously, with or 
without occasional bursts of extra debate. A social sciences-oriented study sought to build retrospective timelines 
for major events from blog and news discussions, finding this to be possible to a limited extent [100, 101]. 
Problems occurred, for example, when a long running series of similar relatively minor events received little 
discussion but omitting them all from a timeline would omit an important aspect of the overall event. 

 In addition to the data mining style of research, there have been many studies of Web 2.0 sites in order to 
describe their contents and explain user behaviour in them. Here, research into social network sites is reviewed. A 
large-scale study of the early years of Facebook provides the most comprehensive overview of user activities. The 
data came from February 2004 to March 2006, when Facebook was a social network site exclusively for US 
college students [102]. Users seemed to fit their Facebooking with their normal pattern of computer use whilst 
studying, rather than allocating separate times. In terms of the geography of friendship, members mainly used 
Facebook to communicate with other students at the same college rather than school friends at distant universities. 
This suggests that social networking is an extension of offline communication rather than promoting radically new 
geographies of communication, although the latter is enabled by the technology of Facebook. This conclusion is 
supported by qualitative research into another popular site, MySpace [103, 104]. 

 A webometric study of MySpace has indirectly investigated activity levels but focussed on member 
profiles [105]. Amongst other findings, this showed that about a third of registered members accessed the site 
weekly and the average reported age was 21. Although other research found that MySpace close friends tended to 
reflect offline friendships [103], both male and female users preferred to have a majority of female friends [105]. 
Another study looked at the geography of friendship, finding that the majority of friends tended to live within a 
hundred miles, although a minority lived in the same town or city [106]. 

 

 

Journal of Information Science, 34 (4) 2007, pp. 1–18 © CILIP, DOI: 10.1177/0165551506nnnnnn 11



 

Special Edition Accepted for Publication
By the Journal of Information Science: http://jis.sagepub.co.uk 

 

Mike Thelwall 

 Finally, many statistics about Web 2.0 have been published by market research companies. Despite the 
uncertain provenance of this data, the results sometimes seem reasonable and also, because of the cost of 
obtaining the data, seem unlikely to be duplicated by academic researchers. An example is the announcement by 
HitWise that MySpace had supplanted Google as the most visited web site by US users by December 2007 [107]. 
The data for this was reported to come from two million US web users via an agreement between HitWise and the 
users’ Internet Service Providers. Making the results of overview analyses public gives useful publicity to 
HitWise and valuable insights to web researchers. 

5. Conclusions and future prospects 

5.1. Bibliometrics 

Bibliometrics has changed out of all recognition since 1958, when it did not exist as a field or even as a 
coordinated group of researchers. Today it is taught widely in library and information science schools, and is at 
the core of a number of science evaluation research groups around the world, such as the Centre for Science and 
Technology Studies in The Netherlands. A number of bibliometric indicators are now internationally well-known, 
principally the JIF, and bibliometrics are at least taken into account in a number of countries when making 
important policy decisions about the future of government funded research. At the same time the state of the art 
for bibliometrics indicators has moved on so that most of the indicators that are well known and easy to calculate 
also have significant flaws in which practitioners will be well versed, but casual users may overlook. Hence one 
important task for bibliometric practitioners seems to be to convince policy makers of the importance of 
commissioning high quality robust indicators, as well as ensuring that no indicator is taken at face value. 

Bibliometrics has also changed in the sense of expanding the number of data sources that can be drawn 
upon. Currently, Scopus and Google Scholar are the most important international bibliometric databases to 
challenge those of Thomson Scientific. More importantly, large-scale patent analysis is now much easier than 
before with the digitisation and indexing of patent databases. This opens up an aspect of the commercial value of 
scientific research for bibliometric study. 

Finally, bibliometrics has also changed by expanding the range of tasks investigated. In particular, the 
current wide range of relational bibliometric studies opens up new ways of understanding the scholarly 
communication process and the structure of science through citation relationships between journals, between 
scholars and between papers scholars. Moreover, citation analysis in conjunction with visualisation also helps to 
understand the structure of individual fields, and is particularly useful for emerging and rapidly developing 
important research areas, such as nanotechnology and biotechnology [42]. 

5.2. Webometrics 

Webometrics research has been conducted by both information scientists and computer scientists, with 
different motivations. Within information science, webometrics has expanded from its initial focus on 
bibliometric-style investigations to more descriptive and social science oriented research. It seems likely that 
webometric techniques will continue to evolve in response to new web developments, seeking to provide valuable 
descriptive results and perhaps also commercially applicable data mining techniques. 

There are three main appeals of webometrics in contrast to traditional bibliometrics. First, the web can be 
timelier than the ISI databases. A typical research project might get funded, conduct research, report findings and 
then submit articles to journals. The time lag between the start of the project and the publication of the results in a 
journal is likely to be at least two years. Hence ISI-based bibliometrics is inevitably always retrospective, 
describing the research of years ago. In contrast, a research project might start by publishing a web site and could 
therefore be analysed with webometrics long before its research is published. The second advantage of the web is 
that it contains a wide range of scholarly-related artefacts, including presentations, patents, data, software and 

 

 

Journal of Information Science, 34 (4) 2007, pp. 1–18 © CILIP, DOI: 10.1177/0165551506nnnnnn 12



 

Special Edition Accepted for Publication
By the Journal of Information Science: http://jis.sagepub.co.uk 

 

Mike Thelwall 

general web sites. Hence webometrics is potentially able to gather a wide range of evidence of research impact or 
connections. Finally, the web is free to access for all web users and so it potentially opens bibliometric-style 
analyses to those who could not access or afford ISI data. 

Research into webometrics has also revealed many shortcomings, some of which are related to its 
advantages. First, the web is not quality controlled, unlike the ISI publication lists. Hence web data tends to be of 
lower quality, which means that webometric results are normally indicative rather than providing robust evidence. 
Second, web data is not standardised and so it is difficult to extract all except the simplest data (e.g., link counts). 
In particular, it is difficult to separate out the different types of publication. For example, there does not seem to 
be a simple way to separate out web citations in online journal articles from those in online course reading lists. 
Hence webometric results (e.g., link counts, web citation counts) tend to be the total of a mix of sources with 
variable value [e.g., 68, 108]. Third, although web data can be very timely, it can be impossible to find the 
publication date of a web page and so webometric results typically combine new and old web pages into one data 
set. Finally, web data is incomplete in several senses and in arbitrary ways. Although some academic articles are 
freely available online, the majority probably are not. Similarly, some researchers and research groups maintain 
extensive and comprehensive web sites but others do not. Hence the results reflect the web, which in turn is a very 
partial reflection of the activities of research.  

Comparing the advantages and disadvantages of webometrics, it seems that it is unlikely to replace 
traditional bibliometrics but can be useful for several other purposes. First, it can be used for fast pilot studies to 
identify areas for follow-up systematic bibliometric analyses [e.g., 109]. Second, it can be used to assess the 
extent to which researchers are successful in publicising their work online, given that this is an important activity. 
Third, it can be used for relational analyses of communication in disciplinary or geographic areas of science. 
Finally, its methods can help the analysis of Web 2.0 and online repositories for social sciences and humanities 
research goals. 
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