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Abstract

Large sets of Web page links, colinks, or URLs sometimes need to be counted or otherwise summarized by researchers to analyze Web growth or publishing, and by computing professionals for Web site evaluation or search engine optimization. Despite the apparently simple nature of these types of data many different summarization methods have been used in the past, some of which may not have been optimal. This article proposes a generic lexical framework to unify and extend existing methods through abstract notions of link lists and URL lists. The approach is built upon the decomposition of URLs by lexical segments, such as domain names, and systematically characterizing the counting options available. In addition, counting method choice recommendations are inferred from a very general set of theoretical research assumptions and practical advice for analyzing raw data from search engines is given.

Introduction 
Summary statistics for lists of Uniform Resource Locators (URLs) are used in many different contexts in information science research, for example to describe Web citations in academic journal articles (Casserly & Bird, 2003), for research into search engine coverage and reliability (Bar-Ilan, 1999, 2004; Rousseau, 1999) and for longitudinal Web change studies (Koehler, 2004). Moreover, link or colink analyses have been central to several research fields, including information science ‘Webometrics’ (Björneborn & Ingwersen, 2004), communication studies ‘hyperlink network analysis’ (Park, 2003) or ‘Web sphere analysis’ (Foot, Schneider, Dougherty, Xenos, & Larsen, 2003), and computer science ‘Web structure mining’ (Chakrabarti, 2003; Henzinger, 2001). Summarizing collections of URLs or links is a deceptively complex process, however, and hence there is a need to systematically describe the alternative counting methods available and to be aware of the strengths and weaknesses of each.
Although a few previous articles and a book have introduced or systematically described counting methods for collections of links between sets of Web sites (e.g., Thelwall, 2002, 2004a, 2005), an expanded framework is now needed for current link and URL list applications, and to incorporate colinks. This article introduces a unified general lexical framework for link lists and URL lists that allows a wide range of alternative counting and reporting methods to be systematically described and compared. In addition the first lexical analysis of colinks (defined below at the start of the colinks section) is made and this is incorporated into the unified framework. This article also makes recommendations for the most appropriate counting methods in a range of cases, extrapolating from previous research rather than providing new empirical evidence. These recommendations are intended to be a starting point for future researchers rather than a definitive statement of best practice because of the wide variety of applications and web publishing patterns. The method selection recommendations are based upon research objectives and a consideration of the theoretical assumptions underlying link or URL list counting; summarized in a new proportionality assumption.

Definitions
An URL list is a set of URLs, however obtained, without any other information such as the contents of the pages referred to by the URLs. A link is a pair of URLs (A, B) where A is the URL of the page containing the link and B is the URL of the link target page. A link list is a set of links, however obtained, without any other information such as anchor text or the contents of the source or target of the link. Both link and URL lists may be produced using other contextual information. For example a list may be of all links with the anchor text phrase “Bill Gates”. Note that sets of colinks can be described simply as link lists using the terminology here. The method with which a link list is produced decides whether the links are colinks or not. 

The proportionality assumption

In most contexts where links or URLs are counted, the counts are used as (indirect) indicators of something else, rather than as a pure exercise in describing the web itself. The assumption used is normally that more links, colinks or URLs indicates more of the underlying phenomenon that is being inferred from the counts. Key examples are given below to illustrate this point.

· Counts of URLs of pages in each country containing a given term might be used to infer the international spread of awareness of the concept referred to by that term (Thelwall, Vann, & Fairclough, 2006). Here the assumption is that more Web pages in a country containing the term tends to indicate more awareness in the country of the concept.

· Counts of links to a Web page might be used as indicators of the value of the information in the target page. Google relies upon the assumption that pages with more links to them (counted in a modified form) are more likely to contain useful information (Brin & Page, 1998), and other search engines probably also use the same assumption. Here the assumption is that more links to pages tends to indicate more useful target pages.
· Counts of links to university Web sites may be used as indicators of the research produced by the owning universities, at least in some countries, since the two have been shown to correlate strongly (e.g., Thelwall & Harries, 2003). Here the assumption is that more links to university web sites tends to indicate more or better research produced by the university.
· Counts of links to business Web sites may be used as indicators of business performance, since the two have been shown to correlate strongly in some cases (Vaughan, 2005). Here the assumption is that more links to a business web site tends to indicate a more successful business.
· Counts of colinks between pairs of Web sites might used to identify pairs of Web sites or pages about similar subjects (Thelwall, & Wilkinson, 2004) or from similar business sectors (Vaughan, & You, 2005). Here the assumption is that more colinks indicate more similar web sites or pages (e.g., the colinks might occur in lists of links to similar sites).
For research designed to be purely descriptive of the Web itself (e.g., Broder, Kumar, Maghoul, et al., 2000) there is no assumption in the measurement, in contrast to the examples above, and the counting choice recommendations in the rest of this article do not apply. Note that the second example above is important for search engine optimization and Web site evaluation and so, even though when counting links to Web sites for these purposes there might not seem to be an implicit assumption, in practice the activities are dependant upon how search engines operate and have to use the same assumptions (e.g., more links indicate more useful pages) to be most effective.

The examples above are generalized and formulated in the fundamental proportionality assumption for URL/link/colink counting below. This is straightforward to express, but nevertheless important in the sections below when deciding which counting method to use.
#URLs/links/colinks counted 
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 strength of the phenomenon investigated
It is not necessary to assume that this is a perfect relationship, i.e. that one extra URL/link/colink always implies a stronger phenomenon; only that this tends to be true on average. In some cases, and for some types of counting, the proportionality assumption is clearly violated. For example, if a webmaster decides to add a new link to a replicated navigation bar (which most commercial web sites seem to have) then, dependant upon the size of the Web site, this may produce hundreds, thousands or millions of identical new links, one on each page containing the navigation bar. If these links were included in any counting exercise they could cause problems as the number of links could be out of proportion to the cause, a single webmaster decision. This illustrates why simple link counting can be flawed. In the reverse direction, anything to be measured that could not produce a commensurate number of URLs/links/colinks can be a problem for effective URL/link counting. For example, if a count of links is used to infer the importance of web pages, then importance judgments by web users who do not author web pages could not be measured by links and this might result in underestimating the importance of web sites preferred by non-web creators, for example very young children. In summary, the following general principles should guide URL/link/colink gathering and counting.

a. Reduce or eliminate URLs/links/colinks that do not arise from the phenomenon investigated.

b. Reduce or eliminate sets of URLs/links/colinks that are too large for (out of proportion to) the phenomenon investigated.

c. Reduce or eliminate the chance that elements of the phenomenon investigated produce too few URLs/links/colinks.

A lexical URL segmentation framework for URL lists

This section concerns any list of URLs other than lists generated by links, which are discussed in the following section. It builds from previous research that has shown that it is often useful to calculate frequency distributions after a decomposition of URLs by lexical segments (i.e., sequences of characters between dots and slashes). Potential problems and issues of validity with this approach are discussed in a separate section near the end of this article.
Lexical frequency-based URL summary statistics

A set of lexical segment-based analysis levels are introduced below together with a discussion of their uses and interpretation issues. Each level is illustrated with the two URLs http://www.scit.wlv.ac.uk/courses/index.html#maths and http://www.netscape.com/news/archive/050204.html. These categories extend those introduced for the Alternative Document Models (Thelwall, 2002). Note that for simplicity the innumerable URL variants are ignored here, such as Internet Protocol (IP) addresses used instead of equivalent domain names, port numbers, escape characters, user names and passwords, as well as the issue of canonical URLs: when more than one URL can refer to the same page (e.g., http://www.a.uk/index.html, http://www.a.uk/, and http://a.uk/): for best results, URLs in a list should be standardized in a uniform way. The top three categories below are inapplicable to IP addresses, which some sites use instead of domain names. See Table 1 for a summary of applications.
· Top Level Domain (TLD) (e.g., .uk, .com). The last segment of the domain name of an URL is its TLD. Most country code TLDs (ccTLDs) seem to reflect pages origins but within some, such as .to and .tv, most Web sites are probably unconnected to the official ccTLD owner (Steinberg & McDowell, 2003). 

· Second/Top Level Domain (STLD) (e.g., .ac.uk, .com) Some ccTLDs have second level domains for specific types of site. In the UK, .ac.uk is reserved for academic sites and .co.uk for general sites, amongst others. Other countries, such as France and Germany, do not reserve second level domains. The STLD of an URL is its second level domain, if one exits, otherwise its TLD.
· Domain name (e.g., www.scit.wlv.ac.uk, www.netscape.com) Pages sharing a domain name tend to be owned by the same person or organization.

· Directory (e.g., www.scit.wlv.ac.uk/courses, www.netscape.com/news/archive) URLs sharing a directory (i.e., after removing the end of each URL, starting at its last slash, if one exists) are likely to originate from the same part of a Web site. Combining directories with their lower levels has also been proposed (Cothey et al., 2006), and is a useful intermediate step between the directory and page level.
· Page (e.g., www.scit.wlv.ac.uk/courses/index.html, www.netscape.com/news/archive/050204.html) Any portion of an URL starting with a hash should be removed as this identifies a position within a page.

· Full URL (e.g., www.scit.wlv.ac.uk/courses/index.html#maths, www.netscape.com/news/archive/050204.html).

· Web site (e.g., wlv.ac.uk, netscape.com) There is no agreed Web site definition, although Web sites seem to map loosely onto the lexical structure of URLs. Many Web sites equate with domain names, but some use shared domain names, and large Web sites could be conceived as being made up of multiple subordinate Web sites. Of the following alternative definitions, the third is recommended as standard.
· Domain names
· Directories
· The end of the domain name from the segment immediately before the STLD. E.g., for www.scit.wlv.ac.uk the site identifier would be wlv.ac.uk but for www.netscape.com the identifier would be netscape.com. 

· Search engines de-facto definitions. For example, Google gives a maximum of two results per “site” by default. 

· Human judgment. For example one of the above 3 rules could be applied with human experts identifying exceptions (e.g., Thelwall & Harries, 2004).
Table 1. Applications of lexical URL list analysis. 

	Level
	Applications
	Typical information revealed

	TLD
	Large collections of web page URLs collected for any purpose, such as Web issue analysis
	Geographic origin and general types of page

	STLD
	As above, but particularly when a significant number of URLs are in countries with second level domain structures
	As above but more specific information on general types of page for some countries

	Site
	As for TLDs but particularly for contexts when organizations or web sites themselves are of interest.
	Organizations and individuals owning web sites

	Domain
	As above but particularly for contexts when departments within large organizations or web site functions are of interest.
	As above but more detailed information, perhaps including departments within organizations, and web site functions.

	Directory
	As above but particularly for contexts when the URL list is relatively small or fine-grained information is essential.
	As above but more detailed and more sub-divided information.

	Page
	For very small URL lists, or when specific data on popular information/page types is needed, such as for Web server referrer URL analysis.
	Individual resources, individual types of information.

	Full URL
	For web analyses when segments of pages are of interest.
	As above but more fine-grained.


Lexical URL segmentation counting methods

For any given URL list, the summary statistics described above could all be presented in the form of counts for each level (e.g., directory, domain) and a natural way to produce these counts would be to total all URLs in each category (e.g., the number of URLs from each domain) or to total all unique URLs in each category. From a purely abstract perspective it would be possible to count any level by any lower level, however. For example, STLDs could be counted by sites, domains, directories or pages, but domains could only be counted by directories or pages. Figure 1 summarizes the lexical URL segmentation counting method.

	1. Convert each URL in the URL list to segment type X.

2. Eliminate duplicates in the new list.

3. If necessary, further reduce the remaining partial URLs to higher-level segment type X’.

4. Tally the frequencies of each reduced URL in the resulting list.


Figure 1. The lexical URL segmentation counting method (X counting for level X’).

To illustrate the counting method, suppose that the following URL list is to be summarized by TLD using domain counting.

http://www.scit.wlv.ac.uk/~jphb/#Middle

http://vldb99.scit.wlv.ac.uk/

http://www.scit.wlv.ac.uk/users.html

http://www.netscape.com/

Step 1: Convert the URLs to domains only, as follows.

www.scit.wlv.ac.uk

vldb99.scit.wlv.ac.uk

www.scit.wlv.ac.uk

www.netscape.com

Step 2: Eliminate duplicate domains. The third is a duplicate of the first in the above list.

www.scit.wlv.ac.uk

vldb99.scit.wlv.ac.uk

www.netscape.com

Step 3: Reduce the URLs to TLDs.

uk

uk

com

Step 4: Tallying the remaining TLDs gives: uk x 2, com x 1.

Note that the name of the level of reduction in step 1 is also the name of the units of measurement. The word ‘different’ can be added to clarify the uniqueness requirement in the counting method. In the above example there were 2 different uk domains and one different com domain in the list.

URL counting method recommendations

Recall that effective URL counts require that (a) the URLs reflect the phenomenon investigated, (b) sets of URLs tend to have sizes proportional to the strength of the phenomenon investigated, and (c) activities relevant to the phenomenon investigated have a fair chance of creating URLs for the set measured. Only requirement (b), the proportionality assumption, is relevant for the choice of counting metric because the others relate primarily to the way in which the data is collected and the results are interpreted.

Previous research has shown that link (and text) replication throughout a site causes poor results for standard methods of link counting (Thelwall, 2002; Thelwall & Harries, 2003; Thelwall & Wilkinson, 2003). Note that researchers operating their own Web crawler or parser, link replication within a site may be tackled by strategies such as identifying and eliminating links in navigation bars (Miles-Board, Carr, & Hall, 2002). In other cases, however, site counting is the logical choice to eliminate the problem. Previous research has shown that domain and directory counting also give improvements, at least for university Web sites (Thelwall, 2002; Thelwall & Harries, 2004). Site counting is not always a perfect solution, however, because of inter-site replication for spam or legitimate purposes.

When site counting is not possible, then page counting is recommended as an alternative because domain and directory counting, although they may sometimes give improved statistics, may often be unhelpful because of small sites with only one domain or directory. Nevertheless, when analyzing large Web sites directory or domain counting may be necessary or better. Table 2 summarizes these recommendations, and note that there is no empirical evidence yet to support these claims. The final column, counting all URLs irrespective of duplication, is applicable in situations when it is not necessary for the URLs to refer to different pages.
Table 2. Categories and counting methods (x=possible, *x =standard choice, !=unique, i.e. duplicates are eliminated)
	Summary level
	Counting method

	
	!TLD
	!STLD
	!Site
	!Domain
	!Directory
	!Page
	!Full URL
	All

	TLD
	
	
	*x
	x
	x
	x
	x
	x

	STLD
	
	
	*x
	x
	x
	x
	x
	x

	Site
	
	
	
	x
	x
	*x
	x
	x

	Domain
	
	
	
	
	x
	*x
	x
	x

	Directory
	
	
	
	
	
	*x
	x
	x

	Page
	
	
	
	
	
	
	x
	*x

	Full URL
	
	
	
	
	
	
	
	*x


When counting one level by a lower level (e.g., sites by pages) the proportionality assumption can be manually tested by investigating each common category to see if its prominence is due to replication. Such an investigating is important for every reported category or fact. For example, if claiming that .de is a larger category than .fr then investigating the top counts for both would give some reassurance that the difference was not caused by anomalies.

A lexical URL segmentation framework for link lists

Link list summary statistics

Perhaps the simplest way of summarizing a link list is to count the links, i.e. the length of the list. This may be useful in situations where there are many similar lists that need to be compared (Ingwersen, 1998). Three other types of statistics may also be calculated. 

· Link origins - the distribution of the link source URLs.

· Link targets - the distribution of the link target URLs.

· Links - the distribution of the link source URL and target URL pairs.

Link origin and target distributions are commonly produced in descriptive link analyses. The two components of a link also lend themselves to visual representations in the form of network diagrams and two-dimensional plots (e.g., Heimeriks, Hörlesberger, & van den Besselaar, 2003).

Lexical link URL segmentation counting methods

The lexical link URL segmentation counting method is to first convert the link source and target URLs into lexical segments and then to perform duplicate elimination. The segments used may be different to those used for the eventual counting. The terminology “X-Y counting” will be used to refer to the lexical link URL segmentation counting method based upon the steps in Figure 2.

	1. For each link in the data set, convert the source URL to segment type X and the target URL to segment type Y.

2. Eliminate duplicates in the new list.

3. If necessary, further reduce the source and/or target partial URLs to higher-level segments X’ and Y’.

4. Count the links in one of the following ways:

· Tally the frequencies of the reduced source URLs in the resulting list.

· Tally the frequencies of the reduced target URLs in the resulting list.

· Tally the frequencies of each reduced source URL – target URL pair in the resulting list.


Figure 2. The lexical link URL segmentation counting method (X-Y counting for level X’-Y’).

The following illustrates the lexical link URL counting method, using the example of site-domain counting to summarize the link targets of the links below by TLD.

http://www.wlv.ac.uk/search/info.html(http://www.google.com/about.html

http://www.wlv.ac.uk/search/info.html(http://video.google.com/

http://www.scit.wlv.ac.uk/resources.html(http://www.google.com/

http://www.wlv.ac.uk/search/resources.html(http://www.msn.co.uk /

http://www.bham.ac.uk/help/search.html (http://video.google.com/

Step 1 is to convert the source URLs to sites and the target URLs to domains (i.e. X=site, Y=domain).

wlv.ac.uk( www.google.com

wlv.ac.uk( video.google.com

wlv.ac.uk( www.google.com

wlv.ac.uk( www.msn.co.uk

bham.ac.uk( video.google.com

Step 2 is to eliminate duplicate links. The first and third links have identical sources and targets in the above list and so the third link is eliminated as a duplicate of the first.

wlv.ac.uk( www.google.com

wlv.ac.uk( video.google.com

wlv.ac.uk( www.msn.co.uk

bham.ac.uk( video.google.com

Step 3 is to reduce the link targets to TLDs because in the purpose is to count link target TLDs (i.e. X’=X=site, Y’=TLD).

wlv.ac.uk( com

wlv.ac.uk( com

wlv.ac.uk( uk

bham.ac.uk( com

Step 4 is to count the link targets, which gives: com x 3, uk x 1. If the objective had been to count links then the result would have been: wlv.ac.uk( com x 2, wlv.ac.uk( uk x 1 com x 3, and bham.ac.uk( com x 1.

Link counting method recommendations

The proportionality assumption is the key to link list counting method selection. In some cases pairs of Web sites extensively interlink through multiple URLs, which violates the proportionality assumption for link data, even when counting based upon source URL segmentation, as described above. Problems can occur when two sites host related databases that interlink to cross-reference information, for instance chemical property repositories (Thelwall & Wilkinson, 2003). This violates the proportionality assumption because multiple links are created by a single cause, the placing of two databases online. One heuristic to avoid multiple link anomalies is to count only unique site-site (i.e., source site - target site) pairs: i.e. to ignore any links from one site to another after the first, called site-site counting above. Table 3 summarizes recommendations for source URL, target URL and link counting for link lists.

Table 3. Recommended counting methods for link lists.

	Summary level
	Recommended counting level
	Notes

	URL source TLD or STLD.

URL target TLD or STLD.

TLD-TLD links.

SLD-SLD links
	Site-site counting
	Site-site counting eliminates the replication of links between pairs of web sites. In many cases site-page counting will be adequate because most replicated links involve a single link target URL being copied to different pages. In some cases, however, there are multiple source and target URLs involved, such as when two online databases interlink. This seems to occur mainly in academic settings.

	URL target site, domain, directory, page or full URL.
	Site-page counting
	If using site-page counting then checks should be performed to find and eliminate cases where two sites extensively interlink with multiple source and target URLs.

	URL source site, domain, directory, page or full URL.

Site-site links.

Domain-domain links.

Directory-directory links.
	Page-page counting 
	Page-site counting is sometimes preferable to page-page counting to eliminate cases where individual pages contained many links to a single target site, reflecting a single underlying cause.

	Page-page links.

URL- URL links.

All types where replication allowed.
	Count whole list
	No form of special counting method involving duplicate elimination is needed or possible.


A lexical URL segmentation framework for colinks

Lexical frequency-based colink summary statistics

There are two different types of colinking. Two pages A and B are colinked (or co-inlinked) if there is a third ‘connector’ page C that links to both of them. In contrast, two pages D and E colink (or co-outlink) if there is a third ‘connector’ page F that they both link to (Björneborn & Ingwersen, 2004). Colink counts (either co-inlinks or co-outlinks but usually co-inlinks) can be used as indicators of similarity (Thelwall & Wilkinson, 2004). They are often used as the raw data for spatial representations of collections of Web sites (e.g., Vaughan, 2006).
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Figure 3. A and B are colinked by C; D and E colink to F.

Lexical colink URL segmentation counting methods

The lexical colink URL segmentation counting method is a derivative of the link URL segmentation counting method. It is based upon a list of links rather than colinks because the links contain additional information that supports additional counting methods. 

The terminology is more complex for colink counting because duplicate elimination is the same as the X-Y counting for link lists, but there are two types of further reduction after the duplicate elimination stage. The first type is the measurement segmentation level for the pairs of reduced colinking or colinked URLs (e.g., to find the strength of colinking between TLDs). The second type is the connector segmentation level at which the third node (C or F in the above diagram) is accepted. Figures 4 and 5 give the necessary algorithms.

	1. For each link in the data set, convert the source URL to segment type X and the target URL to segment type Y.

2. Eliminate duplicates in the new list.

3. If necessary, further reduce the source partial URLs to higher-level measurement segment type X’ and the target partial URLs to higher-level connector segment type Y’.

4. Tally the frequencies with which each pair of reduced source URLs (at level X’) have the same reduced target URLs (at level Y’). 


Figure 4. The lexical co-outlink URL segmentation counting method (X-Y counting for measurement level X’ and connector level Y’).

	1. For each link in the data set, convert the source URL to segment type X and the target URL to segment type Y.

2. Eliminate duplicates in the new list.

3. If necessary, further reduce the source partial URLs to higher-level connector segment type X’ and the target partial URLs to higher-level measurement segment type Y’.

4. Tally the frequencies with which each pair of reduced target URLs (at level Y’) have the same reduced source URLs (at level X’).


Figure 5. The lexical co-inlink URL segmentation counting method (X-Y counting for measurement level Y’ and connector level X’).

The example for link list processing above is continued below for the task of measuring the co-inlinked strength of STLDs in the data set, performing duplicate elimination at the site-domain level and counting site colink connectors, i.e., site-domain counting for co-inlinked STLDs at the site connector level.

Step 3 is to reduce the link targets to STLDs (the measurement level) and the link sources stay the same, at the site level (i.e. X’=X=site, Y’=STLD).

wlv.ac.uk( com

wlv.ac.uk( com

wlv.ac.uk( ac.uk

bham.ac.uk( com

Step 4 is to count the common partial link sources for each pair of target STLDs, which gives 2 (com, ac.uk), connected by wlv.ac.uk twice. In other words, (com, ac.uk) has a co-inlink count of two sites at the site-domain counting level, or it could be said that .com and .ac.uk are co-inlinked by two sites after eliminating duplicate links between common source sites and target domains.
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Figure 6. An artificial Björneborn diagram (Björneborn & Ingwersen, 2004) to illustrate colink counting. Assume that all pages (rectangles) link to and from all other pages. Circles represent Web sites and triangles represent TLDs.

See Figure 6 for an artificial example of a collection of Web pages and assume that they all interlink. The question of how strongly Finland (.fi) and Spain (.es) are co-inlinked (by .uk and .dk) is used here to demonstrate how the two main counting mechanisms work in practice. 

· Page-page counting with TLD measurement level and page connector level (i.e. standard counting). With page-page counting no duplicates are eliminated. Each of the 4 pages in .uk and .dk colink three pairs of pages: a--c1, a--c2 and a--u at the page connector level. Hence the co-inlink count is 4 x 3 = 12.

· Site-site counting with TLD measurement level and site connector level (i.e. the recommended counting level). With site-site counting, after duplicate elimination only one link is allowed between any pair of Web sites. This leaves 9 links from .uk and .de to .fi and .es: effectively each site in .uk and .de links to each site in .fi and .es. With the site connector level the three sites in .uk and .de are all allowed to count for co-inlinks between .fi and .es. All three of these colink both pairs of sites .abo.fi--.csic.es and .abo.fi--.usal.es giving a colink count of 2 x 2 = 6.

To show that the connector level can impact upon the results independently of the other levels, assume that there are only two links in Figure 6: w1(a and o(u (i.e. .wlv.ac.uk(.abo.fi and .ox.ac.uk(.usal.es at the site-site level). Using site-site counting with TLD measurement level and TLD connector level the co-inlink count between .fi and .es is 1 because the .uk TLD has one link to .fi and one to .es. In contrast, using site-site counting with TLD measurement level and site connector level the co-inlink count between .fi and .es is 0 because the there is no Web site that has one link to .fi and one to .es.

Colink counting method recommendations

As for links, and with the same rationale, the best counting methods operate duplicate elimination at the site-site level. Similarly, sites are the most appropriate connector level. Nevertheless, the site-site counting is not possible if the measurement level is at the site level or at a lower segmentation level. Hence the recommendations follow Table 3 quite closely: to use site-page counting with the site connector level when counting URL, page, directory, domain or site co-inlinks and to use page-site counting with the site connector level when counting URL, page, directory, domain or site co-outlinks. These recommendations do not apply when there is only one site at the connector level because of the data origins, and page-page counting with page connector level may be needed instead.


Colinks include a conceptual jump at the recommended counting level. The recommendations above assume that it is acceptable to count co-inlinks (for example) from separate pages within a single Web site. This is optional because in some cases it may not make sense to do this. For example the individual Web page (perhaps an online journal article) may be the key object to study and it would not make sense to switch to site counting. For organizational analyses, however, site counting would be more natural than page counting.

Recommendations for search engine results
Using commercial search engines to generate lists of links, colinks or URLs can pose a problem if any counting method other than page counting is used. The reason is that search engines typically report a maximum of about 1,000 results for any search. Hence if the search used to produce an URL list has over 1,000 matches then the search engine will not report all of them and so counting or summarization methods that require lexical URL segmentation cannot be used without modifications. The recommendations below discuss potential solution but note that they all assume that the 1,000 results returned are reasonably representative of the total number of results, which is an untested assumption for any search engine.
URL counting methods for search engine results

Extrapolation and query splitting are two alternative methods to get round the problem of search engines returning an incomplete set of matching URLs.

Extrapolation is applying the counting method to the 1,000 URLs returned by the search engine and using the results to predict the answer for the complete set. For example if site counting reduces the first 1,000 URLs out of 10,000 to 100 URLs (10%) then extrapolation would lead to the prediction that site counting applied to the full set of 10,000 URLs would lead to 10% or 1,000 URLs. This kind of extrapolation has not yet been assessed in practice.

Query splitting is breaking up a query into a set of complementary queries, each returning less than 1,000 results but with the combination covering the original query (Thelwall, Vann, & Fairclough, 2006). This method does not work perfectly in practice and is impractical to apply to queries with too many results.

Link counting methods for search engine results

In the results of search engine link searches and some other cases link lists are implicit rather than explicit in a data set. For example a search engine query (e.g., linkdomain:es site:uk) might report that there are 10,000 pages in the UK .uk domain that link to pages in the Spanish .es domain, but only list the first 1,000 pages. In such a case it is impossible to apply site-site counting, and the default method used by the search engine is page-X counting, where X is the scope of the link search. For example a search for UK links to Spain (e.g., domain:uk linkdomain:es) would use page-TLD counting because it would report pages that linked to anywhere in the .es domain. To implement site-site counting in this example would be impossible because the target aggregation level is too broad and the source aggregation level too narrow. In general, the source and/or target level could be too broad or too narrow for the optimal counting method.

Target counting level too broad If the implicit link target level is too broad (e.g., a search engine lists all pages linking to a given TLD when site-site counting is optimal) then a theoretical solution is to use query splitting, with the appropriate target level in each individual query. For example if the original query was for UK-Spain links then this could be split up into a set of separate UK-[site] queries, one for each Web site in Spain. Clearly, this is impractical in practice as it would require one query for each of the million or so Spanish Web sites and also a complete list of Spanish Web sites would be needed. Nevertheless, approximation may be possible in specific cases, if there is a specific set of known target Web sites or there are not too many link source pages that it would be possible to get a complete list of the Web sites that they target and then run a separate query for each of these sites. A second method is to use the first 1000 pages returned by the search engine and apply full site-site or site-page counting to them and then extrapolate the results to the full set. 

Target counting level too narrow This is not possible because the target domain level X is set by the user query and it is not possible to count at a target level lower than the level searched for. 

Source counting level too broad (Björneborn problem) Since the source counting level is the page, this is a problem if full URL counting is needed (i.e., the only narrower level). This is not a scenario that seems likely to ever occur in practice (although see Miles-Board, Carr, & Hall, 2002), but could be resolved by visiting each link source page to identify segments (via HTML named anchor tags) so that matching links in separate parts of the page could be counted separately. Nevertheless, the problem of too broad counting level is an issue if the links themselves are desired, for example in a small-world or social network analysis (Björneborn, 2006). In such cases the full URLs are needed anyway, so there is no substitute for identifying each individual link in the search engine results pages.

Source counting level too narrow In Table 3, if site-site or site-page counting is needed then this is a problem for all page-X search engine results. Two possible solutions mirror those for too-broad target counting: run separate queries for each source site or extrapolate the results of a full analysis of the first 1,000 results.

Colink counting methods for search engine results

The discussion of the use of search engine results for link counting applies equally to the case of colinks. This only applies, however, if the raw data collected is the complete set of outlinks from (or inlinks to) the set of Web sites investigated, i.e. one or more link lists. There is a more natural way to collect colink data, however, which is to use direct queries for colinking pages, but this prevents the recommended lexical URL summarization method from being used. For example, the MSN query linkdomain:wlv.ac.uk linkdomain:ox.ac.uk –site:wlv.ac.uk –site:ox.ac.uk returns co-inlinking pages for Wolverhampton and Oxford universities (excluding Oxford and Wolverhampton pages). This is not sufficient to calculate site co-inlinks because information about co-inlinking sites that do not contain co-inlinking pages would not be present in the list of pages. The recommended solution to this problem is to use link lists rather than colinking page lists as the raw data.

For cases where complete link lists cannot be obtained (e.g., because there are too many hits) then estimated colink counts may be calculated as follows for link lists. Suppose that X is the set of URLs linking to a site x and Y is the set of URLs linking to a site y, with |X|>1000 and/or |Y|>1000 so that the search engines only report the first 1000 known links in each case, the subsets 
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The estimated colink counts calculated as above may be inaccurate if the overlaps between the two link lists are low and the results for either link list are an order of magnitude more than 1,000. In such cases, the page-based data could be used as a lower bound for site colinks, or the absence of full site colinks could be accepted as a research limitation.
Validity issues for lexical URL segmentation

The lexical URL segmentation counting methods described above are based upon assumptions that are not always correct. For example, some of the generic TLDs, such as .com, .net and .org are unreliable as indicators of origin or type and so a count of URLs by TLD would give misleading results (e.g., if many Spanish web sites had .com domain names). Similarly, domain names do not always map well to web sites, and directories do not always match coherent parts of web sites. Hence, all of the lexical URL/link/colink counting methods could potentially give misleading results.  There are several ways of addressing this issue, to be used in conjunction or separately, depending upon how important it is to ensure a high degree of validity of the results.

· A random sample of the results can be checked manually to assess whether a significant percentage was incorrectly assigned.

· Random sampling can be used to reassign a proportion of the results  associated with generic TLDs – for example if 20% of a sample of .com domains were found to be Spanish, then 20% of the .com results could be reassigned to Spain.

· URL locations could be identified for generic TLDs or checked for ccTLDs by converting the domain names to IP addresses and using a geographic IP lookup. 

Previous research has suggested an additional approach, which is suitable for dealing with data that does not have a high validity: “weak benchmarking” (Thelwall, 2004b). With this technique, the URL/link/colink counts can be used to identify a pattern and then the pattern used to isolate outliers in the data. The outliers are then investigated in more detail, for example using the validity checks above. This approach is suitable when the objective of the exercise is to identify anomalies in the data, and allows the validity checking to be concentrated on the most significant cases.
Conclusion
In this article generic lexical URL segmentation frameworks for URL, link and colink counting have been introduced. The main contribution of this article is the introduction of this framework so that a wide range of different lexical counting methods can be systematically described and compared. Recommendations have also been made for counting methods based upon previous research results. These recommendations are intended to serve as a starting point for future research rather than being definitive statements of best practice. In fact, the Web and Web research are probably too varied for wide-ranging statements of best practice in link and URL counting. Nevertheless, it is important for researchers to recognize that there are alternatives to the default link or URL counting methods, for example, as supported by search engines or ‘naturally’ extracted from crawler data. As previous research has shown, these alternatives can, in some cases, give significantly improved results.
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